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Abstract

This thesis explores the benefits of non-laziness in both Implicit Computational Complexity and
probabilistic computation. More specifically, this thesis can be divided in two main parts. In
the first one, we investigate in all directions the mechanisms of linear erasure and duplication,
which lead us to the type assignment systems LEM (Linearly Exponential Multiplicative Type
Assignment) and LAM (Linearly Additive Multiplicative Type Assignment). The former is able
to express weaker versions of the exponential rules of Linear Logic, while the latter has weaker
additive rules, called linear additives. These systems enjoy, respectively, a cubic cut-elimination
and a linear normalization result. Since linear additives do not require a lazy evaluation to avoid
the exponential blow up in normalization (unlike the standard additives), they can be employed
to obtain an implicit characterization of the functions computable in probabilistic polynomial
time that does not depend on the choice of the reduction strategy. This result is achieved in
STAg, a system that extends STA (Soft Type Assignment) with a randomized formulation of
linear additives. Also, this system is able to capture the complexity classes PP and BPP. The
second part of the thesis is focused on the probabilistic A-calculus endowed with an operational
semantics based on the head reduction, i.e. a non-lazy call-by-name evaluation policy. We prove
that probabilistic applicative bisimilarity is fully abstract with respect to context equivalence.
This result witnesses the discriminating power of non-laziness, which allows to recover a perfect
match between the two equivalences that was missing in the lazy setting. Moreover, we show
that probabilistic applicative similarity is sound but not complete for the context preorder.
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Résumé de thése

Cette thése explore les avantages de la “non-paresse” dans la Complexité Computationnelle Im-
plicite et dans le lambda calcul probabiliste. Plus précisément, cette thése peut étre divisée en
deux parties principales. Dans la premiére, nous étudions dans tous les sens les mécanismes
d’effacement et de duplication linéaire, a la fois dans le lambda calcul linéaire et dans le systéme
IMLL,. Cette analyse nous conduit au systéme LEM (Linearly Exponential Multiplicative Type
Assignment), capable d’exprimer des versions plus faibles des régles exponentielles de la Logique
Linéaire. LEM satisfait la propriété de réduction du sujet et une forme “paresseux” d’élimination
des coupures qui prend du temps cubique. Nous définissons également une traduction de LEM
a IMLL,. Cette traduction nous montre que les régles exponentielles de LEM compressent ex-
ponentiellement les mécanismes d’effacement et de duplication linéaire de IMLL;. Enfin, nous
explorons les avantages de cette compression, en codant & la fois les circuits booléens et les
nombres naturels de maniére compacte. De plus, nous introduisons un deuxiéme systéme, LAM
(Linearly Additive Multiplicative Type Assignment), équipé d’une version plus faible des régles
additives de la Logique Linéaire, appelées additifs linéaires. Ce systéme satisfait une normali-
sation linéaire, évitant ainsi le probléme de I’explosion exponentielle des additifs standard sans
utiliser de stratégies de réduction paresseuse. Nous étudions également une traduction de LAM en
IMLL, similaire & celle de LEM. Etant donné que les additifs linéaires sont “inoffensifs” du point
de vue de la complexité computationnelle, ils seront utilisés pour obtenir une caractérisation
implicite des fonctions calculables en temps polynomial probabiliste qui ne dépend pas du choix
des stratégies de réduction. Ce résultat a été réalisé dans STAg, un systéme obtenu en dotant
STA (Soft Type Assignment) d’une formulation probabiliste des additifs linéaires. STAg est un
systéme de typage pour un calcul des termes confluent, et satisfait la propriété de réduction
du sujet. Enfin, nous montrerons que STAg capture les classes de complexité probabiliste PP
(Probabilistic Polynomial time) et BPP (Bounded-error Probabilistic Polynomial time), méme
si la caractérisation du BPP est moins “implicite”. La deuxiéme partie de la thése se concentre
sur le lambda calcul probabiliste non typé Ag doté d’une sémantique opérationnelle basée sur
la réduction de téte, c’est-a-dire une politique d’évaluation non-paresseuse de ’appel par nom.
Nous prouverons que la bisimilarité probabiliste est “fully abstract” par rapport & 1’équivalence
observationnelle. Ce résultat témoigne le pouvoir discriminant de la non-paresse, qui permet de
retrouver une correspondance parfaite entre les deux équivalences, qui manquait dans le cadre
paresseuse. Plus précisément, la sémantique opérationnelle que nous donnerons implémentera la
soi-disant “head spine reduction”, une variante de la réduction de téte. Nous montrerons donc
que les deux stratégies sont équivalentes, c’est-a-dire que la probabilité qu’un terme converge vers
une forme de téte normale donnée est la méme pour les deux stratégies de réduction. D’une coté,
la head spine reduction nous permettra de prouver plus facilement le théoréme de correction.
D’autre coté, I’équivalence entre les deux stratégies de réduction nous permettra de montrer
le théoréme de complétude en utilisant le théoréme de séparation de Leventis dans le contexte
des arbres de Nakajima probabilistes. Enfin, nous montrerons que la similarité probabiliste est



correcte mais pas compléte par rapport a le préordre observationnel & travers un contre-exemple,
en discutant également comment un résultat de complétude pourrait étre obtenu dans un calcul
étendu avec le “parallel or” de Plotkin.
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Chapter 1

Introduction

This thesis concerns two distinct topics in theoretical computer science that quite recently started
interacting with fruitful implications, namely Implicit Computational Complerity (ICC) and
probabilistic computation. ICC is a branch of computational complexity originated in the nineties
and its goal is to capture the inherent principles of bounded computation by means of languages
or calculi that do not directly rely on machine models nor explicit restrictions on resources. A
special attention in ICC is paid to those computational problems which are “tractable”, i.e. that
can be solved efficiently, requiring for example a polynomial amount of time with respect to the
input size. Indeed, one of the purposes of ICC is to suggest new techniques to statically verify
the runtime of a program, where efficiency is a desideratum.

The need for faster algorithms to solve real world problems has attracted along the years
a growing interest in probabilistic programming, where random choices are permitted during
execution. Randomized programs can be more efficient with respect to deterministic programs,
at the cost of allowing wrong answers. Omne of the main issues in the design of randomized
algorithms is to obtain a highly trustworthy output.

The degree of accuracy in returning the correct answer is among the features discriminating a
probabilistic complexity class. For example, the class BPP (Bounded-error Probabilistic Polyno-
mial time) collects all problems solvable by randomized algorithms running in polynomial time
with error probability bounded by a constant strictly smaller than a half. A striking aspect of
this class is that the error probability can in principle be reduced at will while incurring only a
polynomial slowdown, so increasing the reliability of the answer without affecting the efficiency.

Starting from Mitchell et al. [72], several attempts have been made to capture the probabilistic
polynomial time in the style of ICC by means of higher-order languages. Examples are Zhang [95]
or Dal Lago and Toldin [28]. In particular, the latter work also discusses the inherent difficulties
of characterizing the class BPP implicitly, due to the presence of external error bounds. Recently,
Seiller has proposed a promising semantic approach to ICC based on the notion of Interaction
Graphs [83], showing how to capture the classes PL (Probabilistic Logarithmic space) and PP
(Probabilistic Polynomial time).

Beside probabilistic complexity, the pervasive role of stochastic models in computer science,
like in natural language processing [66], machine learning [75], formal verification [31] and cryp-
tography [47], has also stimulated foundational research in probabilistic A-calculi, with a special
focus on program equivalence. Different operational techniques have been employed for un-
derstanding and reasoning about program equivalence, like context equivalence, which identifies
programs “behaving” the same in any possible programming context, or bisimilarity, identifying
programs that can “simulate” each other. The latter notion was previously studied in concur-



rency theory to equate processes and exploits coinductive proof methods, which are subject of
growing attention in the literature [80, 81].

A common thread in program equivalence and ICC is the crucial role played by the reduction
strategies, especially in a (probabilistic) higher-order setting. On the one hand, recovering con-
fluence in probabilistic higher-order calculi requires a specific calling mechanism to discriminate
between duplicating a function which performs a choice and duplicating the choice [29]. On the
other hand, both the notions of program equivalence and of implicit characterization are sensitive
to the choice of the evaluation policy. Concerning the former, it has been shown for example
that bisimilarity is strictly finer than context equivalence in the (lazy) call-by-name probabilistic
A-calculus [27], while the two relations perfectly match in the call-by-value setting [22]. Con-
cerning implicit complexity, both PSPACE (Polynomial Space) and NPTIME (Non-deterministic
Polynimial time) have been characterized by means of extensions of the type assignment sys-
tem STA (Soft Type Assignment) [38], but special reduction strategies are required to avoid an
exponential blow up in normalization. These complexity classes cannot be captured by an inner-
most evaluation policy, because this would let the size of a term and the number of its redexes
grow exponentially. A variant of the leftmost outermost strategy is needed, which delays the
substitutions coming from [-reduction as long as possible.

A discriminating aspect in the choice of the reduction strategy in (probabilistic) higher-order
calculi is laziness. It allows to “freeze” the evaluation, typically inside a constructor, according
to the principle of producing as little information as possible at each step of the computation.
In ICC, lazy evaluation has been employed to recover a polytime normalization in presence of
additive-like rules [44]. In the (probabilistic) A-calculus lazy reduction strategies, such as (lazy)
call-by-name or call-by-value, forbid evaluation inside the scope of any abstraction, so that Ax.M
is a value whatever M is. By contrast, in a non-lazy policy, such as non-lazy call-by-name (often
called head reduction), we keep reducing what is inside the abstraction. Switching from a lazy
to a non-lazy strategy we affect the notion of program equivalence, whether this is defined in
terms of context equivalence or bisimilarity.

The fundamental objective of this thesis is to show the benefits of being “non-lazy” both in
ICC and in the probabilistic A-calculus:

e on the one hand, the choice of a lazy strategy to prevent exponential explosions in presence
of the additive rules can be avoided by adopting a weaker notion of additive relying on
Mairson and Terui’s linear erasure and duplication [64, 65], that can be used for implicit
characterizations of the probabilistic polynomial time regardless of the reduction strategy
considered;

e on the other hand, “non-laziness” is the key step to recover the missing match between
bisimilarity and context equivalence in the call-by-name probabilistic A-calculus.

1.1 Contributions

In this section we present the main contributions of each chapter.

Chapter 3.

e We give a complete and detailed proof of the Duplication Theorem (Section 3.2), that
assures the existence of a linear “duplicator” for all closed and normal inhabitants of a
special class of types in IMLLsy, representing finite data types. This proof was only sketched
by Mairson and Terui in [65], and amounts to show the existence of two linear A-terms in
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IMLLs: a “compiler”, able to map each closed and normal inhabitant M into a linear A-
term [M] representing the encoding of M, and a “decoder”, able to map [M] back to a
pair containing two copies of M. Constructing the duplicator is a hard task, essentially
because the language of IMLL, is quite poor, and requires several preliminary results. In
particular, we show in Lemma 36 of Section 3.3.4 that the size of a duplicator of type A is
exponential in the size of A. We widely apply the Duplication Theorem in both Chapter 3
and Chapter 4, because it allows to express a weaker form of contraction.

e We introduce a new system, LEM (Linearly Exponential Multiplicative Type Assignment),
that extends IMLLy with primitive rules for Mairson and Terui’s linear weakening and
contraction [65], so compressing in a single step the exponential mechanism of duplication
in IMLLy (see the previous point). A fundamental advantage of this compression is that
LEM allows for more compact and modular representations of boolean circuits and natural
numbers, as opposed to their respective encodings in IMLLy [65, 64].

Chapter 4.

e We introduce a new system, LAM (Linearly Additive Multiplicative Type Assignment), that
extends IMLLy with a weaker version of the additive rules called linear additives, which are
based on the mechanisms of linear weakening and contraction [65]. LAM can be seen as
a restricted formulation of IMALL,. In the latter, normalization can be exponential (both
in time and space), and one can recover a linear normalization only by adopting specific
reduction strategies, like lazy reduction (see [45, 44]). By contrast LAM enjoys a linear
strong normalization, so that lazy reduction is not needed.

e We present a new system, STAg, that combines a probabilistic version of linear additives
(see the previous point) with STA (Soft Type Assignment) [40], and is able to capture the
probabilistic polynomial time functions as well as the classes PP and BPP: on the one
hand, linear additives are costless from a complexity-theoretic viewpoint, so the system
inherits in a natural way the polynomial bound on normalization from STA; on the other
hand, they are expressive enough to encode the transition function of a Probabilistic Turing
Machine, a fundamental ingredient to obtain polytime completeness. To our knowledge,
this is the first characterization result in a probabilistic setting that is close to the style
of light logics. Previous characterizations have been achieved through extensions of SLR
(Safe Linear Recursion) [49], as for example [95, 28]. Moreover, as opposed to such previous
works, our characterization does not depend on the choice of a reduction strategy.

Chapter 5.

e We prove that the head reduction and the head spine reduction [84] are equivalent in the
probabilistic A-calculus, meaning that the probability that a given term M converges to a
certain head normal form in exactly n steps of reduction is the same for both evaluation
strategies (Section 5.2). As a straightforward consequence, we get a similar equivalence in
the standard A-calculus: a term M converges to a head normal form H in exactly n steps
according to head reduction if and only if it does so according to head spine reduction. As
far as we know, this result is not in the literature, even in the deterministic case. Switching
from head reduction to head spine reduction can be often convenient. For example, the
big-step presentation of the head spine reduction is more compact with respect to head
reduction, the latter requiring a further big-step relation based on (lazy) call-by-name
evaluation (relating terms with distributions of weak head normal forms), so doubling the
number of rules (see Section 5.1.2).



e We prove that probabilistic applicative bisimilarity is fully abstract with respect to non-lazy
call-by-name (or head) context equivalence in the probabilistic A-calculus (Theorem 134
of Section 5.4.2). In a sense, this theorem completes the picture by providing the missing
coinductive characterization to the previously established full abstraction results concerning
denotational models [20, 61], game semantics [20], and probabilistic Nakajima trees [60, 61].
In particular, as a straightforward consequence of Theorem 134 and [92], we can infer
that testing equivalence is fully abstract for the head context equivalence. Also, we show
that probabilistic applicative similarity is sound but not complete (hence fully abstract)
with respect to the head context preorder, the latter result being achieved by means of a
counterexample.

1.2 Content of the thesis

This thesis consists of two main parts. The first one is focused on ICC and investigates several
type assignment systems based on Linear Logic, while the second one concerns the probabilistic
A-calculus and the related operational techniques for program equivalence. In the following, we
offer a brief overview of the content of each chapter.

Chapter 3. We study erasability and duplication in the linear A-calculus and in the corre-
sponding type assignment IMLL,. Then, we introduce the type system LEM, able to exponen-
tially compress Mairson and Terui’s mechanisms of linear weakening and contraction [65], and we
establish some basic computational and proof-theoretical properties, like subject reduction and
a “lazy” form of cut-elimination. Also, we define a translation of the system into IMLLs, proving
a simulation property. Last, we explore some applications of LEM by encoding in a compact way
boolean circuits and natural numbers.

Chapter 4. In order to deal with additive rules without incurring an exponential blow up in
normalization, we designed LAM, a type system based on Mairson and Terui’s linear weakening
and contraction [65]. LAM is endowed with restricted additive rules called linear additives, that
enjoy a linear time normalization. Then we present a probabilistic version of STA [40], called
STAg, whose probabilistic features are given by a non-deterministic variant of linear additives.
STAg is able to capture in a natural way the probabilistic polynomial time as well as the classes
PP and BPP.

Chapter 5. We present the untyped probabilistic A-calculus Ag endowed with an operational
semantics based on the head spine reduction that, as we show, is an equivalent variant of the head
reduction. Then prove that probabilistic applicative bisimilarity is fully abstract with respect to
context equivalence. Soundness is established by means of a context lemma, while completeness
relies on a fundamental separation result from [60]. Last, we show that probabilistic applicative
similarity is sound but not complete with respect to context preorder using a counterexample.



Chapter 2

Background

In the following sections we give an overview of the basic notions and results from the main areas
of computer science this thesis is based on, such as the Curry-Howard isomorphisms paradigm,
Linear Logic, Implicit Computational Complexity, bisimulation and coinductive methods. We
conclude by introducing some preliminary definitions and notational conventions.

2.1 The Curry-Howard isomorphism

2.1.1 Church’s M-calculus

The A-calculus is a model of computation introduced by Alonzo Church in the 1930s. It is defined
as a formal language of \-terms, endowed with a rewriting rule called S-reduction. The A-terms
are generated by the following grammar:

M:= x| M| MM

where z is taken from a denumerable set of variables. The expression Ax.M is called abstraction
and binds the variable x, while the expression M N is called application. The S-reduction rule is
the following:

(Az.M)N —3 M[N/x]

where M[N/x] denotes the meta-level substitution of N for the free occurrences of the variable
xin M.

Roughly, an abstraction Axz.M represents a function, the expression M N represents the ap-
plication of the function M to an argument N, and [-reduction “computes” the result of the
function application (Axz.M)N. To motivate this intuition, we consider a simple example.

Example 1. Suppose we are given the polynomial 22 — 2z 4+ 5 and we want to evaluate it when
x = 2. In this case we replace x with 2 in the expression and we obtain 22 — 2 -2 4 5. By
carrying out some basic arithmetic operations, we eventually get the value 5. In the A-calculus,
this procedure can be done in three steps. First, we use the A-operator to turn the expression
22 — 22 + 5 into a function M = A\x.(z? — 2z + 5), which abstracts over z and waits for a value
replacing the variable (in our case an integer). Then we apply the function M to the argument
2, i.e. we consider the term M2. Last, we compute M2 by applying the S-reduction:

(Az.(2? —22+5))2 =522 -2-2+5

that gives 5 as a result.



The above example mixes A-terms with “external” mathematical functions, such as additions
and products. However, despite its simplicity, the A-calculus is able to express all arithmetic
operations, so that M2 in Example 1 can be turned into a A-term, and the evaluation of M2 can
be entirely represented as a sequence of S-reduction steps. Actually, the A-calculus is Turing-
complete, i.e. powerful enough to encode all number-theoretic functions that are computable by
a Turing Machine.

2.1.2 Simply typed A-calculus

In mathematics, the definition of a particular function usually includes a statement of the kind of
inputs it will accept, and the kind of outputs it will produce. For example, the squaring function
accepts integers n as inputs and produces integers n? as outputs, and the zero-test function
accepts integers and produces Boolean values (“true” or “false” according as the input is zero or
not).

Corresponding to this way of defining functions, the A-calculus can be modified by attaching
types to A-terms, i.e. labels denoting their input and output sets. The most elementary examples
of types are called simple types, and are generated by the following grammar:

oc=a|lA—= A

where « is taken from a denumerable set of type variables, and A — B is called function type.
There are two different strategies in attaching types to terms, that give rise to different

systems: the Church-style simply typed A-calculus, or \S" for short, and the Curry-style simply

typed \-calculus, or \&¥ for short. In A“" types are introduced in the very definition of A-term:

e cach \-variable z is associated with a type A, written z4;

e given 24 and MP we construct the typed A-term (A\z?.MB)4—B;
e given M475 and N4, we construct the typed A-term (MA7BNA)B,

In )\gh each variable comes with a type, so that the type of a A-term is fixed. For example,
(AzA.24)474 is the identity function with type A — A. A different approach is adopted in the
Curry-style simply typed A-calculus, where Ax.x is a general identity function that can receive
any type of shape C' — C'. In this case, a type A is assigned to a A-term M, written M : A, with
the purpose of giving informations about the shape of terms it can “safely” be applied to.

The most basic assignment in A* is called declaration. A declaration is an expression z : A,
where x is a A-variable, called subject, and A is a type, called predicate. Starting with declarations
we can construct derivation trees assigning types to terms by applying the following rules:

[z : A]

M:B M:A— B N:A
——— F abs app
Ae.M:A— B MN : B

where the square brackets are added to all declarations of the shape x : A (if any) above the
place where the instance of abs is applied, and identify that all such x : A are “discharged”, i.e. no
longer available.

Example 2. The following is a derivation tree of Azy.x : A - B — A:



[ : 4]
Ayx:B— A
Ayxr:A—B— A

notice that the declaration y : B has been “vacuously” discharged.

abs

abs

In the Curry-style simply-typed A-calculus there exist A-terms that receive no type, like the
“self-application” Az.zz, and the same happens in A"

2.1.3 Gentzen’s proof systems

In 1935 Gerhard Gentzen [41] introduced two new proof systems for logic, called natural deduction
and sequent calculus, which are now considered as standard in proof theory [90]. The starting
point of his work was the analysis of mathematical proofs as they occur in practice. Gentzen
pointed out that Hilbert’s axiomatic formulation of logic cannot suitably express mathematical
reasoning, and proposed natural deduction as a rigorous (but natural) counterpart for it.

We now briefly recall the natural deduction presentation of the implicative fragment of intu-
itionistic logic (system NJ. ). Its formulas are generated by the following grammar:

A= alA=A

where « is taken from a denumerable set of propositional variables. In natural deduction we
don’t have axioms, but only assumptions and inference rules. An assumption is an expression
A*, were A is a formula, and x is taken from a denumerable set of variables. Starting from the
assumptions we can construct derivation trees by applying instances of the following inference
rules:

[A7]
B . A= B A -
A=B B -

where the square brackets are added to all assumptions of the shape A* (if any) above the place
where the instance of =1 is applied, and identify that all A are “discharged”, i.e. no longer
available.

In natural deduction, each connective comes with two rules, one introducing it and the other
eliminating it. In NJ= the introduction rule for the implication is =1, its elimination rule is =E.

Example 3. The following is a derivation of (A= B =C)= (A= B)= (A= C):

(A= B=0)" A? (A= B)Y A?
=E =E
B=C B E
¢ =1(z) N
— =]z

(A=B)=A=C
(A=B=C)=(A=B)=A=C

=1(x)

where the notation () is used to highlight the assumption packet that has been discharged.

Gentzen noticed that natural deduction derivations may contain “detours”, i.e. redundant
steps where a connective is first introduced and then eliminated. To remove all detours from a
derivation, he defined a procedure of “detour conversion”. The typical detour for the implication,
and its related conversion, are the following:



[A7]

D D

2, A

A8 1 4 5
B =E

in which each occurrence of the assumption [A¥] in the derivation D of B is replaced by a separate
copy of the derivation D’ of A. The process of eliminating detours is called proof normalization,
and a proof tree with no detour is called normal form.

Gentzen has shown that every natural deduction derivation of intuitionistic logic can be
turned into a normal form by normalization. Unfortunately, he was unable to extend this result
to classical logic. This led him to devise a second formalism: sequent calculus. This proof system
does not derive formulas, but sequents, i.e. expressions of the form I' - C, where C' is a formula
and I is a multiset of formulas. Intuitively, a sequent I" - C' represents a derivation of C' from
the assumptions in IT'.

The sequent calculus presentation of the implicative fragment of intuitionistic logic (system
LJ- ) is defined by the following rules:

IkA  AAFC - TAFB A ABFC
Cu

R
ciAFz A ILAFC TFA=>B = T,A=B,AFC

=L

The rule ax represents a natural deduction assumption, while the rules =R and =L are the
sequent calculus counterparts of the rules =1 and =E, respectively. Last, the rule cut plays the
role of detours, because it “cuts” the formula A appearing in both premises.

The fundamental result of Gentzen is the cut-elimination theorem, the analogous of proof
normalization in natural deduction, assuring that any sequent calculus derivation can be turned
into a cut-free one. As an immediate corollary of this theorem, Gentzen showed the existence of
unprovable formulas in the system, yielding a new technique for establishing logical consistency.

2.1.4 Between logic and computation

A fascinating aspect in theoretical computer science is the correspondence between various typed
A-calculi and systems of formal logic, widely known as the Curry-Howard isomorphism.

This analogy was first noticed as a curious fact by Curry in 1934 [25, 26]. According to his
intuition, the function type “—” can be seen as an implication “=" in NJ-.. On the one hand,
the rule =1 “constructs” a function that maps any element of A into an element of B. On the
other hand, the rule =1 “applies” a function f : A — B to an element of A, yielding an element
of B.

Curry’s intuition was later refined by William Howard in 1969 (his ideas were reported in a
manuscript published in 1980 [51]). Howard understood that the connection between logic and
computation is a fundamental principle or a paradigm, rather than a mere curiosity. He showed
that the simply typed A-calculus and the implicative fragment of intuitionistic logic perfectly
match:

e a formula can be seen as a type, where the intuitionistic implication “=-" is syntactic sugar
for the function type “—";

e a proof of A can be seen as a A-terms with type A, where an assumption A® is syntactic
sugar for the declaration x : A, the rule =1 corresponds to an abstraction, and the rule
=E corresponds to an application;

e finally, proof normalization corresponds to S-reduction.



The example below discuss the isomorphisms between NJ— and A" (a similar connection
can be established for AS" as well).

Example 4. Let us consider a derivation of NJ_ :

(A= B= A  [A"]
B= 4 =By [A7]
A B moa 7
(A=B=A4)= A ~1) A=B=A =1(z)
y —E

This derivation corresponds to the A-term (Az.z2'y’)(Azy.z) with type A in A“*. Now, if we
apply the proof normalization, we obtain:

[A7]
ﬂgﬂx) ,
A=B=A [A™]
B=A =E
A =E

which corresponds to an application of the S-reduction step (Az.z'y")(Azy.x) =5 (Azy.x)z'y’.
The above derivation eventually reduces by proof normalization to a single assumption of AI',
which corresponds to the S-reduction steps (Azy.xz)a'y’ —g (Ay.2’)y’ —4 «’ leading to a variable
z' of type A, i.e. a declaration 2’ : A.

Since the 1969 work, various styles of presentations of logical systems (Hilbert style, natural
deduction, sequent calculus) have been shown to correspond to different models of computations
(combinatory logic, A-calculus, explicit substitution calculi). Moreover, the Curry-Howard iso-
morphism has been gradually extended to give a computational interpretation of several proof-
theoretical concepts. For example, quantification in predicate logic corresponds to dependent
product, second-order logic is connected to polymorphism, and proofs by contradiction in clas-
sical logic are connected to control operators).

2.2 Linear Logic

2.2.1 Toward Linear Logic

Linear logic has been introduced by Jean-Yves Girard in his seminal work [46] as a refinement
of both classical and intuitionistic logic, able to combine the dualities of the former with the
constructive nature of the latter.

To motivate the need for this new logic, we start by analysing the structural rules weakening
and contraction in intuitionistic logic. These can be displayed in sequent calculus style as follows:

I'HB I'NA,A+B
weak —F  contr

IAF B T,AF B

As Girard mentioned in [43], the weakening rule “opens the door to fake dependencies”, because it
breaks the relevance relations between the assumptions and the conclusions, while the contraction
is the “fingernail of infinity”, because it allows the multiple use of an assumption. In a word,
these rules are bad bookkeepers, since they make us loose control on our expenses, and hence
waste our resources.

The intuitionistic presentation of Linear Logic is the outcome of two fundamental operations:



e we forbid the unrestricted applications of weakening and contraction;

e we recover in a controlled way the full expressiveness of intuitionistic logic by adding four
logical rules, p (promotion), d (dereliction), w (weakening) and ¢ (contraction), that keep

track of the reuse of resources by means of a new modality “!” (of course or exponential
modality):

THA F,AI—Cd r-c IAJAEC

1A ” TAFC rArc” TAFC

these are also called exponential rules.

Therefore, the modality ! allows to carefully handle resources introducing a neat distinction
between those assumptions which are linear, i.e. consumable exactly once, and those which are
reusable by means of the exponential rules.

The lack of unrestricted weakening and contraction has several consequences. First, Linear
Logic is able to decompose the usual intuitionistic implication A = B into !A — B, where —o is
the linear implication and the modality ! allows the multiple or vacuous use of the assumption
A to get the conclusion B.

Another fundamental consequence is the presence of two distinct versions of the conjunction
A, i.e. ® (multiplicative conjunction or tensor) and & (additive conjunction or with), two distinct
versions for the disjunction V, i.e % (multiplicative disjunction or par) and & (additive disjunction
or plus), and four distinct units:

’ H multiplicative \ additive ‘

AN ® &
\Y] x @D
true 1 T
false L 0

Let us explain why this happens. In intuitionistic logic both A and V have a multiplicative
and an additive formulation. As an example, the multiplicative version of A has a right rule AR
with two premises, each one with a different context, and a left rule AL with a single premise:

THA AFB I'A,B+-C

AR — AL
T,AFAAB T,AANBFC

while the additive version of A has a right rule AR with two premises sharing the same context,
and two left rules AL1 and AL2 with a single premise:
r-A '-B rA-C I''BrFC

AR

— ALl — AL2
'-rAAB IAANBEC IAABEC

In both classical and intuitionistic logic, due to the presence of weakening and contraction, the
multiplicative and the additive presentations of the connective A are equivalent, and similarly
for V. For example, in intuitionistic logic the multiplicative formulation of AR can be derived
from the additive one, and vice versa:

T+ A . _ALD , TbA TvB o
TLAFA % T ArB LLTFAAB
T.AFAAB AR TFAANB

Since Linear Logic lacks the unrestricted structural rules, the above equivalence is no longer
provable. This means that the conjunction A defined by the multiplicative rules is actually
different from the one introduced by the additive rules, and similarly for V.
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r-A AAEC

t
AFA™ ILAFC .
PAFB A4 ABFC
TFA—-B ILAA wBFC
LA ACB nABEC . rec o
TAFA@B TAARBFC "~ F1 T.1FC
A TFB T Ak C I,BFC

&L2

gLl — &L T
rraen R RA&BFC& [LA&BFC rrT  ®

T A rA-C rrc LA AR C
T TAFC rArc " T AFC
'k A{y/a) v ¢ FV(T) YR I'A(B/a) - C

TF VoA VoAl C

Figure 2.1: The logical system ILL,.

2.2.2 Linear Logic and its fragments

We present Second-Order Intuitionistic Linear Logic (ILLy), omitting for the sake of simplicity
the connective “®”, its unit “0”, and the existential quantifier “3”.

e Its formulas are generated by the following grammar:
A= a|A—oA|AQRA|1|A&A|T|!A]|Va.A

where « is taken from a denumerable set of propositional variables and “V” is called (second-
order) universal quantifier.

e The logical system ILLy (Second-Order Intuitionistic Linear Logic) is in Figure 2.1. Tt
derives sequents I' F A, where T is a context (a multiset of formulas) and A is a formula.
We recall that, given a context I' = Ay, ..., A,, 'T" stands for lA;,...,!4,,, FV(T') denotes
the set of all free propositional variables in I', and A(B/«) denotes the standard meta-level
substitution of B for every occurrence « in A.

e The subsystem ILL (Intuitionistic Linear Logic) is obtained from ILLy by forgetting the
clause for V in the grammar of formulas and the inference rules VR and VL in Figure 2.1.

e The notion of cut-free derivation and the cut-elimination steps for ILL, are standard and
both cut-elimination and confluence hold for it [90].

It is often useful to study subsystems of ILL, that are expressive enough to illustrate particular
features. We shall call a fragment of ILLy a system obtained by ruling out some clauses from
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the language of formulas and the corresponding inference rules from Figure 2.1. Fragments can
be divided into propositional, i.e. those ones which are free from V, and second-order, i.e. those
including V. We shall consider both kinds of fragment as free from ® and units: these can be
added to propositional fragments, but in second-order fragments they are definable, so they can
be neglected (this is the reason why we have parenthesis in the table below).

Let us introduce the most interesting fragments of ILL5:

—- ® & !V
IMLL v )
IMALL || v (V) v
IMELL || v (V) v
IMLL, || v (V) v
IMALL, || v (V) v v
IMELL, || v (V) v v

The complete names of these fragments are given below:

e IMLL (resp. IMLLy) is Propositional (resp. Second-Order) Intuitionistic Multiplicative Lin-
ear Logic;

e IMALL (resp. IMALLy) is Propositional (resp. Second-Order) Intuitionistic Multiplicative
Additive Linear Logic;

e IMELL (resp. IMELLs) is Propositional (resp. Second-Order) Intuitionistic Multiplicative
Ezponential Linear Logic.

2.2.3 Simpson’s Linear Lambda Calculus

The Linear Lambda Calculus A' is an untyped term calculus closely related to linear logic intro-
duced by Simpson in [85]. In this calculus the usual A-abstraction is expressed by two distinct
operators: a linear abstraction Ax.M and non-linear abstraction Alz.M, which allows duplica-
tions of the argument. In particular, the argument of Alz.M is required to be suspended as thunk
IN, which corresponds to the I-box of linear logic proof nets (see [42]).

The terms of the Linear Lambda Calculus are generated by the following grammar:

M:= x| Ax.M | Na.M | MM | \M

where z is taken from a denumerable set of variables and z is bound in both Az.M and Alz.M.
We say that z is linear in M if x occurs free exactly once in M and, moreover, this free occurrence
of x does not lie within the scope of a !-operator in M. A term M is said linear if, for every
subterm of M of the form Az.N, it holds that x is linear in N.

A version of f-reduction can be defined for A', and is called surface reduction. Surface
reduction forbids evaluation under the scope of a !-operator, which reflects the idea that thunks
are suspended computations. This requires the notion of surface context, i.e. a term in A’
containing a unique hole [-], generated by the following grammar:

C:=[]|Ax.C| Nz.C|CM | MC.

if C is a surface context and M is a term, then C[M] denotes the term obtained by substituting
the unique hole in C with M allowing the possible capture of free variables in M.
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Surface reduction is defined by the binary relation —; on A' expressing a single step of
reduction and given by the following rules:

(M. M)N — M[N/x]
(Axl.M)(IN) = M[N/z].

that can apply to any surface context. Its reflexive and transitive closure is —{. A term is in
(or is a) surface normal form if no surface reduction applies to it.

One can easily check that linearity is preserved under surface reduction, that is, if M —; M’
and M linear, then M’ is linear. Moreover, if M € A' is linear:

o Confluence: M —{ M, and M —{ M, imply that there exists N such that M; — N and
My =7 N;

o Uniformity: whenever a k-step reduction sequence M — S exists, where S is a surface
normal form, then all reductions from M reach S in exactly k steps. In particular, if M is
normalizing under surface reduction then it is strongly normalizing.

2.3 Implicit Computational Complexity
2.3.1 Turing Machines

Turing Machines represent a model of computation introduced by Alan Mathison Turing in [91].
They can be thought of as finite state machines operating on an infinitely long tape divided into
cells. Each cell contains exactly one symbol from a finite alphabet I' endowed with two special
symbols, the “blank” O (the only symbol that can occur infinitely many times on the tape) and
the “start” > (that identifies the portion of the tape where computation takes place). The tape is
equipped with a head that can potentially read or write symbols in the tape, one cell at a time.
Based on the symbol the head is currently reading and the current state, the Turing Machine
(over)writes a new symbol in the same cell (possibly the same as the previous one), moves left
or right, and enters a new state (possibly the same as the previous one). The transition function
is the “program” that specifies each of these actions.

More formally, a (deterministic) Turing Machine, TM for short, is a tuple M = (I, Q, d),
where:

e I' is a finite set of symbols, called the alphabet of M, containing the symbols O (blank)
and > (start);

e () is a finite set, called the set of states of M, containing a special state gy (initial state),
and a subset F of distinguished states (final states);

e jisafunction 6 : Q@ x ' — @ x T’ x {left, right}, called transition function of M.

The tape contains initially a finite string pxg ...z, called input, with x; € T'\ {d,>}, and
blank symbols on the rest of its cells, with the head reading xy and the machine in the initial
state go. The triple (>, z¢ ... 2n, qo) describes this initial step, and is called initial configuration.

More in general, a configuration is a triple (bxo...Zn,Y0 - .. Ym,q), with z;,y; € T'\ {O,p}
and ¢ € @, describing a step in the computation of the machine: the string >xg...ZTn, Y0 - - - Ym
represents all non-blank symbols that are currently written on the tape (there are finitely many
such symbols), the head is reading the symbol yo, and the machine is in the state g.

At each step in the computation, the machine applies the transition function § to the pair
(¢,z) € Q x I' describing the current state and the symbol red by the head, and obtains a triple
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(¢',y,m), with m € {left, right}, that provides the new state ¢’ of the machine, the new symbol
y to be written, and the move m of the head.

If the machine is in a final state, it halts. In this case, the string >yg ...y, of non blank
symbols in the tape is called output, and the corresponding configuration is called final. W.l.o.g.
the set of final states of a TM can be divided into accepting and rejecting.

2.3.2 Computational Complexity

We here recall some basic definitions about computational complexity from Arora and Barak [5].

A complexity class is a set of languages, i.e. subsets of {0,1}*, that can be recognised by
a Turing Machine M within given resource bounds (in time or space). More formally, given a
language L and a function T : N — N, we say that M recognises L in T(n)-time (resp. in
T(n)-space) if, for every x € {0,1}*, whenever M is initialized to the initial configuration on
input x:

e if x € L then M halts on an accepting state,

e if x ¢ L then M halts on a rejecting state,

e M requires at most T'(|z|) steps of computation (resp. cells of the tape).
We briefly recall some of the most interesting (deterministic) complexity classes:

e PTIME is the set of all languages that can be recognised by a TM in p(n)-time, for some
polynomial p: N — N;

e PSPACE is the set of all languages that can be recognised by a TM in p(n)-space, for some
polynomial p: N — N;

e EXPTIME is the set of all languages that can be recognised by a TM in 2P(™)-time, for some
polynomial p: N — N;

e ELEMENTARY is the set of all languages that can be recognised by a TM in exp(n)-time,
for some k € N, where expy(n) = n and expy,,(n) = 26Px("),

The class PTIME plays a central role in computational complexity. On the one hand, it is
invariant for all models of computation that are polynomially equivalent to the (deterministic
single-tape) TMs. On the other hand, it roughly corresponds to the class of problems that can
be “efficiently” decided, and hence realistically solvable on a computer.

Its functional version is FPTIME, defined as the set of all functions f : {0,1}* — {0,1}*
that can be computed by a TM in p(n)-time, for some polynomial p : N — N.

2.3.3 Implicit Computational Complexity

Implicit Computational Complexity (ICC) is a subfield of computational complexity theory orig-
inated in the 1990s that aims at characterizing complexity classes without referring to machine
models (e.g. Turing Machines, Register Machines, ...), explicit bounds on computational re-
sources (in time and space) or particular interpretations, but only by considering language re-
strictions or logical/computational principles entailing complexity properties.

ICC has borrowed techniques and results from several areas, like recursion theory, type theory
and proof theory, paying a special attention to the polynomial time functions/problems. The
development of ICC has been spurred by Cobham’s 1965 work [21], in which a subclass of the
primitive recursive functions has been proven to capture FPTIME. This subclass includes certain
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initial functions and is closed under composition and a restricted version of the recursion scheme,
called bounded recursion on notation.

Cobham'’s result has yielded fruitful applications, that helped in understanding the polyno-
mial time. However, it cannot be considered as an “implicit” approach to complexity, because it
makes use of external bounds. The first recursion-theoretic characterizations of FPTIME in the
style of ICC are due to Bellantoni and Cook [13] and Leivant [59]. In the former, the arguments
of a n 4 m-ary function f**™ :N"*™ s N are partitioned into “normal” and “safe” by means of
a semicolumn:

f(9317~-~»$n§yn+17~-~»yn+m)

the idea is that the recursive call of f can only appear in the “safe zone”. This approach is
called safe recursion. Leivant’s result is rather based on the so-called predicative (or ramified)
recurrence, in which each argument of a function comes with a “tier”, keeping track of the recursive
calls.

Though apparently different, the two proposals capture in essence the same intuition: it is
forbidden to iterate a function which is itself defined by recursion. More formally, in a recursive
definition f(s(z),y) = h(z,y, f(z,y)) the result f(z,y) of the recursive call of f cannot be itself
a recursive parameter of the step function h. This idea is part of a more general approach at
the very heart of ICC: stratification. Intuitively, stratification consists in organizing computation
into different levels (e.g. Leivant’s tiers) in order to cut off all those computations overstepping
the given resource bounds.

The ramified recurrence has been generalized to higher-order languages, where functions can
take other functions as argument. In this setting, the polynomial time is captured by imposing
linearity constraints on higher order variables, like in Hofmann [49] with the system SLR (Safe
Linear Recursion), or in Bellantoni et al. [14] with the calculus RA. In SLR, a modality O
provides the type-theoretical counterpart of Bellantoni and Cook’s first-order notion of “normal”
parameter: the type (ON)™ — N™ — N corresponds exactly to a number-theoretic function
with n normal variables and m safe variables.

The system SLR has inspired several ICC-like approaches to non-deterministic and proba-
bilistic polytime complexity. First, Mitchell et al. [72] introduced OSLR, a variant of SLR that
characterizes oracle polynomial time functionals. Secondly, Zhang [95] introduced another ver-
sion of the system, called CSLR, that defines exactly those functions that can be computed by
a Probabilistic Turing Machine in polynomial time. In SLR and all these variants, the charac-
terization theorem exploits semantic methods, due to problems with the Subject reduction. To
circumvent this technical drawback, Dal Lago and Toldin devised in [28] a further variation of
Hofmann’s system, called RSLR. This system has been proven both sound and complete for the
probabilistic polynomial time by purely syntactic means.

A proof-theoretical approach to ICC relies on the so-called light logics, subsystems of Linear
Logic obtained by considering weaker versions of the exponential rules able to limit the use of
duplication and to induce a bound on normalization. In a light logic stratification is given by
the notion of “depth”, that allows a level-by-level cut-elimination.

A first example of light logic is Light Linear Logic (LLL), introduced by Girard in 1998 [44].
This logic and its variant Light Affine Logic (LAL) [6, 7] have been proven to capture FPTIME.
Another characterization of the polynomial time has been proposed by Lafont with Soft Linear
Logic (SLL) [56]. In this logic, contraction, weakening and dereliction are replaced by the so-
called “multiplexor rule”, that can be used to keep track of the number of duplications performed
during cut-elimination in a very simple way. Last, Danos and Joinet designed Elementary Linear
Logic (ELL) in [30], a light logic characterizing the class ELEMENTARY, containing all those
languages that can be computed in time bounded by a tower of exponentials of fixed length.
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Light logics were also studied as type assignments for the standard A-calculus, like Baillot
and Terui [88] for LAL or Gaboardi and Ronchi [38, 40] for SLL. According to the well-known
Curry-Howard isomorphisms paradigm, this essentially amounts to decorate logical derivations
with A-terms. In these works it has been stressed that the modal aspect of light logics prevents
a close correspondence between proof normalization and S-reduction: on the one hand, as also
remarked in a more general setting by Lincoln [62], the subject reduction property fails, so that
typed terms might become untypable during evaluation; on the other hand, the proof-theoretic
complexity bounds on the cut-elimination are not always inherited by terms. In order to recover
the missing matching, variants of these systems have been considered, like DLAL (Dual Light
Affine Logic) in [88] and STA (Soft Type Assignment) in [38, 40].

2.4 Bisimulation and coinduction

Bisimulation is a fundamental notion in computer science (see e.g. [81]). It has been employed
in several areas, like formal verification or program analysis, introducing new proof techniques
based on coinduction. Moreover, the bisimulation equality, called bisimilarity, is the most studied
form of behavioural equivalence in concurrency theory, being accepted as the finest equivalence
we are willing to impose on processes.

Bisimulation is in general presented as a relation on state transition systems. A Labelled
Transition System, LTS for short, is a triple (W, Act, {L}aeAct), where W is a set of states,
Act is a set of labels and the — are binary relations on W called transition relations. A
bisimulation is a relation R on W such that, whenever s; R so:

(1) for all s} with s; —%+ s/, there is s} such that s; — s} and s} R sh:

51 —— &)
R R

s —*— s},
(2) for all s with so — s}, there is s} such that s; — s} and s} R s}:

51 —— s}
R R

Sg —— s

if R satisfies only point (1), then it is called a simulation. Bisimilarity, written ~, is the union
of all bisimulations, thus s ~ ¢ holds if there exists a bisimulation s R t. Similarity, written 3,
is the union of all simulations.

Let us remark that bisimilarity has a strong impredicative flavour:

e bisimilarity is in turn a bisimulation, hence it is contained in the union of all relations
defining it;

e in order to show that s; and sy are bisimilar it suffices to find a bisimulation that contains
the pair (s1, $2) (a technique known as bisimulation proof method).
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The impredicative aspect of bisimilarity is a consequence of its coinductive nature. Intuitively,
a set A is defined coinductively if it is the greatest solution of an inequation of a certain form,
and the related coinduction proof principle just says that any set that is a solution of the same
inequation is contained in A. Dually, a set A is defined inductively if it is the least solution of
an inequation of a certain form, and the related induction proof principle says that any other set
that is solution of the same inequation contains A.

Showing that bisimilarity and the related bisimulation proof method are based on coinduction
relies on a simple application of the Knaster-Tarski Theorem concerning complete lattices. Before
stating it, we recall that a complete lattice is a partially ordered set with all joins (i.e. all subsets
have a least upper bound) and meets (i.e. all subets have an greatest lower bound). If we denote
< the partial order on a lattice L, a point x in the lattice is a post-fized point of an endofunction
Fon Lif v < F(x); it is a pre-fized point if F(z) < x; finally, it is a fized-point if it is both a
post-fixed and a pre-fixed point, i.e. if F(z) = .

Theorem 1 (Knaster-Tarski). On a complete lattice, a monotone endofunction has a complete
lattice of fized points. In particular, the greatest fized point of the function is the join of all its
post-fixed points, and the least fized point is the meet of all its pre-fixed points.

The existence of the gratest fixed point for monotone functions justifies coinductive definitions
and allows the coinduction proof principle expressed by the following rule:

F monotone x < F(x)
z < gfp(F)

where gfp(F') indicates the greatest fixed-point of F'.

Now, given a LTS (W, Act, {~%+}acact) We can consider the complete lattice of all relations
on W partially ordered by the inclusion, where the join is the relational union and the meet is
the relational intersection. Moreover, on this lattice we consider the endofunction F., such that,
for all relations R on W, F_(R) is the greatest bisimulation contained in R.

The function F. satisfies the following properties:

(1) F. is monotone;
(2) R is a bisimulation if and only if R C F_(R).

Point (1) and Theorem 1 imply the existence of a greatest fixed-point R* for F.,, which is the
union of all its post-fixed point, i.e. the union of all relations R such that R C F.(R). By
point (2), we conclude R* = ~.

2.5 Notational conventions and basic definitions

2.5.1 Standard notation

We write N for the set of natural numbers, R for the set of real numbers and [0, 1] for the unit
interval of R. Given a finite set X, a string (over X) is a finite ordered tuple of elements in
X. We denote X™ the set of strings over X of length n (X° being the singleton consisting of
the empty tuple), and X* is defined by [J,,cy X”. The length of a string x is denoted |z|. We
will typically consider strings over the binary alphabet {0,1}, also called strings of booleans.
Elements of {0, 1} are ranged over by b.
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2.5.2 Relations and distributions

Relations and inductive presentation. We assume the reader is familiar with standard
set-theoretic notions (see [55]). We recall that, if X,..., X, are sets, a relation on X1,...,X,
is a subset of X1 x ... x X,,. A relation over X is a relation on X, X. Relations are ranged over
by R. Special relations will be denoted by special symbols like, for example, “=" (Chapter 4)
and “l}” (Chapter 5). For binary relations, we shall use the standard infix notation z R y for
(z,y) € R. Given a relation on X,Y and Z C X, R(Z) denotes the image of Z under R,
ie. theset {y € Y | Iz € Z, (x,y) € R}, and R represents the converse of R, i.e. {(y,x) €
Y x X | (z,y) € R}. Moreover, given a relation over X, R* (resp. R*) denotes the transitive
(resp. reflexive and transitive) closure of R. Finally, if R is an equivalence relation, X/R denotes
the set of all equivalence classes of X modulo R.

Binary relations can be introduced by means of an inductive, rule-based definition (see [3]).
In this case, we display a set of rule schemes {R1,..., R,} defining a relation R, where each R;
has the following form:

leyl---I7zRyn

R,

TRy t
with possible side conditions that narrow the premises of R;. Given a system of rule schemes
{R1,...,R,} defining a binary relation R, a derivation of z R y is a downward oriented tree

whose nodes are rules (the leaves being the axioms, i.e. rules with an empty set of premises),
whose edges R — R’ are such that the conclusion of the rule R is a premise of the rule R, and
whose root is a rule with conclusion x R y. Derivations are ranged over by Greek letters like
w,p,0. With 7 : x R y we denote a derivation m of x R y.

Probabilistic transition relations. For relations R C X x [0,1] x X we shall use the infix
notation R, y in place of (z,7,y) € R. A probabilistic transition relation (over a set X ) is a
relation R C X x [0,1] x X such that, for all z € X:

Given R a probabilistic transition relation over X, we construct by induction on n € N the
probabilistic transition relation R™:

rROysr=y Ar=1
s RNy s I I (@RYY ANY Ry Ar=1"-7").

Subprobability distributions. Let X be a set. A subprobability distribution (over X) is a
function f : X — [0,1] such that >\ f(z) < 1. If Y7 .« f(x) = 1, then f is also called a
probability distribution (over X ).

The set of all subprobability distributions over X is denoted by ©(X). Subprobability dis-

tributions, or distributions for short, are ranged over by 2,&,.%,.... Given a distribution
2 € D(X), its support supp(Z) is the subset of all elements x € X such that P(x) > 0.
Given z1,...,x, € X, the expression r; - x1 + ...+ r, - T, is used to denote the distribution

2 € ®(X) with finite support {x1,...,z,} such that P(z;) = r;, for every i < n. Given
Y € X and 2 € D(X), we write Z(Y) in place of ) ., Z(z). In particular, Z(X) will be
also written > 2, and called the mass of 2. The symbol L denotes the empty distribution
and x can denote both an element in X and the distribution having all its mass on x. Given a
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(possibly infinite) index set I, a family {r;};c; of positive real numbers such that 3, ;r; <1,
and a family {Z;}:e; of distributions, the distribution ), , 7; - Z; is defined, for all z € X, by
(Xiermi- Zi)(@) = Y ier7i - Zi(w).

Subprobability distributions over a set X can be compared by pointwise lifting the canonical
order on R up to D(X). For all 2,& € D(X):

9 <p & if and only if Vo € X, 2(z) < &(x). (2.1)

We recall that, given a partial order set (X,C), a subset §) # D C X is directed if Vo,y € D
3z € D such that  C z and y C z. A directed-complete partial order (or dcpo) is a partial order
in which every directed set D has a supremum | | D.

For any set X, it holds that:

(D(X),<p) is a dcpo (2.2)

where the least element is the empty distribution | and the supremum of a directed subset
0 # D C D(X) is pointwise defined, for all x € X, by (Supgep Z)(x) £ supgep Z(z).

2.5.3 Typed and untyped calculi

The standard A-calculus. We assume the reader is familiar with some basic concepts related
to the standard A-calculus (see [10]) like: (i) the set F'V (M) of the free variables of the A-term
M, where M is closed if FV (M) = 0, (ii) the meta-level substitution M[N/x] that replaces the
Aterm N for every free occurrence of the variable z in M, (iii) the size |[M| of a A-term M,
i.e. the number of nodes in its syntax tree, (iv) the contexts C, i.e. A-terms with a place-holder
(the hole) [] that may capture free variables of a A-term plugged into [-], (v) the a-equivalence
(=a), (vi) the S-reduction (A\x.M)N —5 M[N/z|, (vii) the n-reduction A\x.Mxz —, M that can
be applied if ¢ FV(M).

Terms will be taken up to a-equivalence, and both — 3 and —,, will be considered contextually
closed. By —% we denote the reflexive and transitive closure of the S-reduction, and by =g its
reflexive, symmetric and transitive closure. Also, by —; we denote the reflexive and transitive
closure of the n-reduction, and by = = its reflexive, symmetrlc and transitive closure. Finally, by
—gn we denote —g U =, and by —7 By We denote its reflexive and transitive closure.

We recall that a A-term is in S-normal form, or simply (8-)normal, whenever no S-reduction
applies to it. As a consequence, all S-normal forms have shape A\z1...x,.yM; ... M,,, where
each M; is in turn a S-normal form, for n,m > 0. A A-term is in n-normal form, or simply
n-normal, if no n-reduction applies to it. Finally, a A-term is in fSn-normal form, or simply
Bn-normal, whenever no Sn-reduction applies to it.

Type systems. In Section 2.1 and Section 2.2 we introduced some basic notions of proof-theory
(see [90]), Linear Logic (see [46]), type systems (see [11]) and the Curry-Howard isomorphisms
(see [87]). We shall mainly consider type systems that correspond, under the Curry-Howard
paradigm, to second-order fragments of ILLs or to their proper extensions.

We recall that type systems derive judgments T' = M : A, where A is a type (the predzcate)

M is a term (the subject), and T is a context, i.e. a finite multiset of the form xq : Ay,...,z, : Ay,
where each z; is a A-variable, each A; is a type, and each x; : A; is called declaration. Typlcally7
names for contexts are I, A or ¥. Given a context T, its domain dom(T") is {z1,...,z,} and its

range rng(T") is {A1,..., An}.

The set of free type variables of A will be denoted by FV (A). If FV(A) = (), then A is said
closed. If FV(A) = {a1,...,an}, then a closure A of Ais Va;.--- Vay,.A, not necessarily linked
to a specific order of aq, ..., a,. The standard meta-level substitution of a type B for every free
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occurrence of « in A is A(B/a). The size |A| of the type A is the number of nodes in its syntax
tree. Given I' = 1 : Ay,..., 2, : Ay, we shall write FV(I") in place of |, g (T) FV(A), and
IT'| in place of >, |A;].

Derivations in a type system are ranged over by D. The size |D| of D is the number of rule
instances D contains. We say that I' = M : B is derivable if a derivation D exists that concludes
with the judgment I' = M : B, and we also say that D is a derivation of I' - M : B. In that case
we write D<I'+ M : B saying that M is an inhabitant of B or that B is inhabited by M from T.
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Chapter 3

A Type Assignment of Linear
Erasure and Duplication

Through the well-known Curry-Howard isomorphisms, that connect logical proofs and functional
languages, Intuitionistic Linear Logic (ILL) allows to look at computation as the result of an
interaction between non-linear components, where arguments can be duplicated and erased at
will, and strictly linear components, where each argument is consumed exactly once. In the
standard A-calculus, seen as a paradigm of functional programming, the latter components of
computation are represented by the linear \-terms.

According to the above computational reading, the core fragment of ILL forbidding weakening
and contraction (i.e. IMLL) and its second-order formulation (i.e. IMLLs) are both seen as type
systems for the linear A-terms: formulas are types, proofs are terms, and cut-elimination is term
reduction. It becomes then possible to explore the computational expressiveness of these logics
which, despite a very weak language, has been proven quite rich.

A first result in this direction has been given by Alves et al. [4]. They have shown that
extending the language of IMLL with booleans, natural numbers, and a linear iterator is enough
to obtain the full computational power of Godel’s system 7. In other words, the presence of
explicit rules for weakening and contraction is redundant in system 7, since non-linearity can be
recovered from numerals and linear iteration.

The work of Alves et al. is based on an extension of IMLL. In [68] Matsuoka investigates the
discriminating power of IMLL without new constructs. His main result is a typed variant of the
weak Bohm Theorem: given a pair of distinct closed Sn-normal forms N7 and N» having type A
in IMLL, a term M exists such that M Nj is Sn-equivalent to tt and M Ny is Sn-equivalent £f,
where tt and ff are suitable encodings of booleans. This result has been later refined by the
same author in [69], who proves a typed version of the strong Bohm Theorem, generalizing tt
and ff to arbitrary closed terms of a given type in IMLL.

A remarkable consequence of [68, 69] is that discriminating among linear A-terms in a typed
setting relies on some implicit erasure mechanisms that can be expressed in IMLL, though this
system lacks the inference rules for weakening and contraction. How is this possible? There
are essentially two kinds of erasure mechansms in the linear A-calculus. A first approach has
been suggested by Klop [54], and consists on regarding some components of a term as “garbage”.
Linear erasure becomes then a form of garbage collection, in which all the undesired “data”
produced during evaluation are moved to these components. A second approach is based on
data consumption. According to this idea, erasing a term amounts to “fully evaluate” it by
a sequence of applications until an identity I = Az.z is reached. Both erasure mechanisms
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have been recently used by Mackie [63] to show some encodings of natural numbers and basic
number-theoretic functions in the linear A-calculus.

Special forms of linear duplication exist as well. In [64] Mairson has shown that a “duplicator”
of booleans can be typed in IMLL, proving that the system is powerful enough to encode boolean
circuits. Here duplication exploits linear erasure (by data consumption), and is constructed with
built-in pairs of booleans (tt, tt) and (£f, £f) representing both possible outcomes of duplication:
according to the boolean received in input, the duplicator selects the right pair and erases the
remaining one.

The encoding of boolean circuits has been reformulated in IMLL, by Mairson and Terui [65],
where the presence of second-order quantifiers plays a central role, because it allows to assign
uniform types to structurally related linear A-terms. Moreover, these authors generalized the
mechanisms of linear erasure and duplication, known for booleans, to the so-called class of
closed II; types, representing finite data types. Showing the existence of a uniform duplication
mechanism for all closed and normals inhabitants of a closed II; type is not simple, and its proof
was only sketched in [65]. It basically consists in constructing in IMLLy a “compiler”, that maps
each such inhabitant M into a linear A-term [M] representing its encoding, and a “decoder”,
that maps [M] back to the desired pair (M, M).

Starting from [65], this chapter investigates the basic proof-theoretical and computational
properties of Linearly Exponential Multiplicative Type Assignment (LEM), a new system able to
internalize the linear weakening and contraction of closed II; types (here called “ground types”)
discussed by Mairson and Terui. LEM extends IMLL, with inference rules for the modality “{”
that recall the exponential rules of ILL, though much weaker.

To faithfully represent the mechanisms of linear erasure and duplication of IMLL,y, we intro-
duce constrained forms of cut-elimination rules for LEM, we call “lazy”. Lazy cut-elimination
rules are far too weak for assuring a cut-elimination result. So, we identify a relevant class of
types, called “lazy types’, whose derivations can always be rewritten in cubic time to cut-free
ones according to a specific lazy cut-elimination strategy. We also prove the Subject reduction
property for LEM.

Then, we study a translation of LEM into IMLLs, that shows how the restricted weakening
and contraction rules of LEM can be represented by linear weakening and contractions of closed
IT; types in IMLLs. A striking feature of the translation is that contraction in LEM exponentially
compresses the linear contraction of IMLL,.

The translation reveals that the algorithmic expressiveness of LEM is the same as IMLL,.
Nevertheless, the exponential compression of the linear contraction in IMLLs produces several
benefits in LEM. On the one hand, the encoding of boolean circuits for IMLL; can be converted
into a more compact and modular one for LEM. On the other hand, we show a nice encoding of
natural numbers quite similar to the Church encoding in Linear Logic, and we show that both
the successor and the addition are definable.

Outline of the chapter. In this chapter we present the type system LEM, and we investigate
its basic properties. In Section 3.1, we introduce the linear A-calculus and its type assignment
system IMLLy (Section 3.1.1) in order to explore the mechanisms of linear duplication and erasure
both in the untyped and in the typed setting (Sections 3.1.2 and 3.1.3). In Section 3.2 we
give a complete and detailed proof of the duplication theorem sketched in [65]. In Section 3.3
we present the type system LEM and we explore the proof-theoretical and the computational
properties. First, we prove a mildly weakened form of cut-elimination, we call lazy (Section 3.3.2),
and the Subject reduction property (Section 3.3.3). Then, we show a translation of LEM into
IMLLy, proving that derivations in the former system can exponentially compress the ones in
the latter (Section 3.3.4). Finally, in Section 3.4 we explore the benefit of the exponential
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compression on the algorithmic expressiveness of LEM, by considering an encoding of boolean
circuits (Section 3.4.1) and an encoding of the natural numbers that allows to represent the
successor and the addition (Section 3.4.2).

3.1 Duplication and erasure in the linear A-calculus

In this section we discuss the erasure and duplication in the linear A-calculus A;. Concerning
the untyped case, we study the existence of the so-called “erasers” and “duplicators”, i.e. linear
A-terms that uniformly erase or duplicate all elements of a subset of A;. On the one hand,
we prove that an eraser for a finite set X C A; exists if and only if all terms in X are closed
(Proposition 5). On the other hand, we show that if a set X C A; has a duplicator, then X
must be finite and contains only closed terms (Proposition 6). What about the converse? Is it
the case that a duplicator exists for all finite subsets containing closed linear A-terms? We argue
that this property essentially relies on a conjecture about Bohm Separation (Conjecture 7).

In a typed setting, we focus on sets of closed and normal inhabitants having type in IMLL,
(Second-Order Intuitionistic Multiplicative Linear Logic). Theorem 9 and Theorem 10 ensure
the existence of duplicators and erasers for “ground types”, i.e. Mairson and Terui’s closed IIy
types [65]. Constructing a “duplicator” for a ground type is not simple and requires several
technical preliminary results. For this reason the detailed proof of Theorem 10 will be postponed
to the next section.

3.1.1 The linear A-calculus and IMLL,

The linear A-calculus is the A-calculus restricted to linear A-terms.
Definition 1 (Linear A-terms). A linear A\-term is a A-term M such that:
e each free variable of M has just one occurrence free in it;
e for each subterm A\z.N of M, x occurs in N exactly once.
The set of all linear A-terms is denoted A;, while its restriction to closed A-terms is Al@.

Example 5. Examples of linear M-terms are the identity I £ Az.z and the exchange operator
C £ \z.\y.\z.xzy, while the constant operator K £ A\z.\y.z and the (strong) composition
operator S £ A\xz.\y.\z.xz(yz) are not linear M-terms. Last, if M and N are linear A-terms, then
(M,N) 2 \z.zMN is a linear \-term.

Linear A-terms enjoy the following straightforward properties:
Proposition 2. For all M € Ay, if M —3, N then:
(1) FV(N)=FV(M),
(2) N € Ay.
(3) M| = |N|+3.

Proof. Point (1) and point (2) are straightforward. Concerning point (3), each S-reduction
(Ax.M)N —3 M[N/z] is such that |(Az.M)N| = |M|+ |N|+2 and |[M[N/z]| = |M|+|N|—1,
the latter because the unique occurrence of x in M has size 1 and is replaced by N. Moreover,
in each n-reduction Az.Mx —, M, we remove an abstraction, an application and a variable. [J
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We present IMLL (Propositional Intuitionistic Multiplicative Linear Logic) and IMLLy (Second-
Order Intuitionistic Multiplicative Linear Logic) as type assignment systems for the linear -
calculus:

Definition 2 (The systems IMLLy and IMLL).

e Let X be a denumerable set of variables. The set of types of IMLL, are generated by the

following grammar:
A=a|A—oA|Va.A (3.1)

where o € X.

e IMLL; is the type assignment system for the linear A-calculus displayed in Figure 3.1(a) (in
sequent calculus style) and in Figure 3.1(b) (in natural deduction style), where the rules
—oL, and —E enjoy the following linearity constraint: dom(I") N dom(A) = (.

The system IMLL is obtained from IMLLy by forgetting the clause Va. A in (3.1) and the inference
rules for V in Figure 3.1.

'EN:A Ajz: A-M:C .
i AFz: A" A+ M[N/z]:C o
'z:A-M:B R 'EN:A Ajz:BFM:C
TF e M:A—oB F,A,y:A—OBI—M[yN/x]:C%
I'EM:A(v/a) v ¢ FV(T) VR Dz: AB/a)F-M:C
I'M:Va.A Iz:YVa.A-M:C
(a) IMLL; in sequent calculus style.
v AFz: A"
Nz:A-M:B I 'FM:A—B AFN:A
TF xeM:A—-B I AFMN:B -
'EM: Aly/a) v ¢ FV(I) oI I'-M:Va.A VE
'-M:Va.A ' M:A(B/a)
(b) IMLL2 in natural deduction style.
Figure 3.1: IMLL, as a type assignment system.

The following is a well-known result from Hindley [48]:
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Theorem 3 ([48]). Every linear A-term is typable in IMLL.

As a consequence, IMLL; gives a type to every linear A-term. The converse holds as well, due
to the above linearity constraint in Definition 2, so the class of linear A-terms is exactly the one
of all typable A-terms in IMLL and IMLL,. It follows that second-order does not allow to type
more terms but it is nevertheless useful to assign uniform types to structurally related A-terms.

Tensor and unit are definable in IMLL, according to the following definition:

Definition 3 (Unit and tensor). The unit and the tensor are definable in IMLLy as follows:

1= Va.(a — ) A®B2Va.(A—B-—a)—oa
12\ (M,NY 2 Xz.2 M N
let M beIin N2 MN let M be x,y in N = M(A\z.\y.N).

Both binary tensor products and pairs extend to their obvious n-ary versions A" = A® .. ® A
and M™ & (M,."., M).

Henceforth, any occurrence of unit, (n-ary) tensor and n-tuple will be taken from Definition 3.
So, the reduction rules and the inference rules in Figure 3.2 will be considered as derivable in
IMLL,.

We conclude by stressing a fundamental difference between IMLL and IMLL;. The latter
allows types with infinite (closed and) normal inhabitants, as the following example shows:

Example 6. Consider the type 1 = Va.(aw —o «). For all n > 1 we can construct the following
derivation of 1 —o 1:

I—I:lax v:1kFwov:1 ZL

z:1—o1Fz2I:1
z:1Fz2I:1 VL

F1.1 y 1k yIn=: 1

z:1—-o1FaL.71:1
z:1F2I721:1 _OﬁL
FAr.xl?I:1

All elements in {Az.z} U {Az.2L.7.I | n > 1} are (closed and) normal inhabitants of 1 —o 1.

—oL,

3.1.2 The untyped setting

The linear A-calculus forbids any form of direct duplication of A-terms, by means of multiple
occurrences of the same variable, or of erasure, by omitting occurrences of bound variables in a
A-term. Nevertheless, erasure and duplication can be simulated. Concerning the former, a first
approach has been developed by Klop [54], and can be called “erasure by garbage collection”. It
consists on accumulating unwanted data during computation in place of erasing it. For example,
K’ = Azy.(z,y) represents the classical K = Axy.z, the second component of (x, y) being garbage.
Another approach is by Mackie, and can be called “erasure by data consumption” [63]. It involves
a step-wise erasure process that proceeds by S-reduction until the identity I is eventually reached,
according to the following definition:

Definition 4 (Erasability). A linear A-term M is erasable if C[M] —} I, for some context C
such that C[M] is linear.
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letIbelin N =g N
let <M1,M2> be 1,22 in N —3 N[M1/$17M2/£C2]

(a) Reduction rules for tensors and units.

'EM:A
1R 1L
FI:1 MNz:1FletzxbelinM: A
'EM:A AFN:B R y:Az:B-M:C L
A+ (M,N): A® B @ F,x:A@Bl—letxbey,zinM:C@)
(b) Inference rules 1R, 1L, ®R and ®L for IMLL; in sequent style
'EN:1 AFM:A
11 1E
FI:1 I''AFlet Nbelin M : A
r-mM:A A}—N:B®I I'N:A®B Ny:A,z:B-M:C -
AR {(M,N): A® B I'AtFlet Nbey,zin M : C ®

(c) Inference rules 11, 1E, ®I and ®QE for IMLL2 in natural deduction style

Figure 3.2: Rules for tensors and units derivable in IMLLs.

Example 7. The context C = (Az.[])III erases Azy.zxy because, filling [-] by Axy.zxy, we obtain
a closed linear A-term that reduces to I.

In [64], Mackie proves that all closed linear A-terms can be erased by means of very simple
contexts.

Lemma 4 ([64]). Let M € A?. Then there exists n > 0 such that M1..1 —5 L

Proof. Since M is terminating, we assume without loss of generality that M is a normal form,
and hence with shape Axy ... x,.2; M7 ... My, with n # 0 because M is closed. We proceed by
induction on the size of M. If n =1 and m = 0 then M = A\z.x and there is nothing to prove.
Otherwise, either n > 1 or both n = 1 and m > 0. Then we can construct the term MI.7.I, and
we reduce it to obtain the term IM] ... M/ , where M! £ M;[I/x1,...,1/x,)]. It is easy to check
that [IM{ ... M, | = |[M|. So, by reducing the head redex we get a term with strictly smaller
size than M. We normalize it and we apply the induction hypothesis. O

Remark 1. We recall from [10] that a closed A-term M is said solvable if, for some n, there exist
A-terms Ny, ..., N, such that MN; ... N, =g I. What Lemma 4 says is that every closed linear
A-term is solvable by means of a linear context.
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The notion of erasability can be addressed in a more general setting.

Definition 5 (Erasable sets). Let X C A;. We say that X is an erasable set if a linear A-term
Ex exists such that Ex M _>?3 I, for all M € X. We call Ex eraser of X.

The following proposition states that a finite set X of linear A-terms is erasable if and only
if all its elements are closed terms.

Proposition 5. Let X C A;:
(1) if Ex is an eraser of X then FV(Ex) =0 and X C A(ID.
(2) if X is a finite subset of A? then it is erasable.

Proof. Concerning point (1), let X be a set of linear A-terms and let Ex be an eraser of X.
By definition, Ex M —} I, for all M € X. Since I is closed, by Proposition 2.(1) both Ex
and all elements in X must be closed terms. To prove point (2), we show that any set X =
{My,...,.M,} C A? is erasable. By Lemma 4, for every ¢ < n there exists a k; > 0 such that
M1k I —>;§ I. It suffices to set Ex £ Mx.zL.k I, where k = max;_; k;. O

There exist infinite sets of closed linear A-terms that are erasable.

Example 8. Theset X = {\z.21.7.1 | n € N} is erasable. Indeed, it suffices to define Ex £ \y.yI.
For all n € N, we have:

Ex (Az.2L.70) = (A\yyl)(Az.2L.70) =5 (Az.2L7. DI = IMHIT -5 T

However, there also exist infinite sets of closed linear A-terms that are not erasable, so that
the finiteness condition in Proposition 5.(2) is required.

Example 9. Let us denote with L " the linear A-term of the form Az, ...z1z.zL, for alln € N
and for all L € A;. We show that, for all L*" € A; and for all contexts C such that C[L*"] € A,
and C[L"] —7% L, it holds that |C[LA"]| > |LA"| 4+ n. The proof is by induction on n € N. The

case n = 0 is straightforward, so let n > 0 and let C be such that C[L*"] € A; and C[L*"] =% L.
Then, for some C' = C"[[/]L'] it must be that:

CILA] =5 C'[LM] = C"[L L] =5 C'[Atp—1 ... z12.2(L[L [2,])] =* 1

and, by definition, \z,,_1...x1x.2(L[L'/z,])) = (L[L'/2z,])*~!. By applying the induction
hypothesis, |C”[(L[L' /z,])* ]| > |(L[L'/z,])** |+ (n—1). Hence, by using Proposition 2.(3):
(LA 4 n < LML+ (= 1) = (L[ /2a)) 7 + (0 = 1) + 3 < [C"[(LIL fa]) ]| + 3
= [C"[LA" L) = [C'[LA"]] < [CILA™]].
Now, suppose that X = {L" € A? | n e N, L € A;} is erasable, and let Ex be an eraser of X.

We define C £ (Az.Exz)[]] so that, for all L’ € X, C[L*] —4 ExL " —% L. This would imply
that, for all n € N, [ExL | + 3 = |(A\zv.Exz)L*"| = |C[L*"]| > |L*"| 4+ n, which is impossible.

In the same spirit of Definition 5, we now investigate duplicability in the linear A-calculus.

Definition 6 (Duplicable sets). Let X C A;. We say that X is a duplicable set if a linear A-term
Dx exists such that Dx M —7% (M, M) and F'V(Dx) N FV (M) =0, for all M € X. We call Dx
duplicator of X.
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Proposition 6. Let X C A;. IfDx is a duplicator of X then FV(Dx) = 0 and X is a finite
subset of A%.

Proof. Let X be a set of linear A-terms, and let Dx be a duplicator of X. By definition, Dx M —7}
(M, M), for all M € X. Since both M and Dx are linear A-terms and FV(Dx) N FV (M) = 0,
we have that Dx M is linear, for all M € X. By Proposition 2.(1), if FV(Dx) # 0, then every
free variable in Dx would occur in (M, M), contradicting F'V (Dx) N FV (M) = (). Moreover, if
there were a variable occurring free in a term M € X, then it would occur twice in (M, M),
contradicting Proposition 2.(2). This proves that X C Al@. Now, suppose that a duplicator Dy
for an infinite set X of closed linear \-terms exists. Since we consider terms modulo a-conversion,
the set {M € X | |[M| < n} is finite for all n € N, so that we can always find a M € X such
that [Dx| < [M|. Then, we would have Dx M —% (M, M) with [(M, M)| > [Dx|+ [M]|. This is
impossible by Proposition 2.(3). O

The above proposition states that only closed and finite sets can be duplicated. We conjecture
that the converse holds as well, as long as we restrict to sets of S-normal forms that are pairwise
non 7-convertible. Indeed, duplication in a linear setting ultimately relies on the following linear
version of the general Separation Theorem for the standard A-calculus proved by Bohm et al. [18]:

Conjecture 7 (General separation for A;). Let X = {My,...,M,} be a set of B-normal closed
linear A-terms which are pairwise non n-convertible. Then, for all Ny,..., N, linear \-terms,
there exists a linear A-term F such that F' M; —>;§ N;, Vi <n.

Now, let X = {My,...,M,} be a finite set of S-normal closed linear A-terms which are
pairwise non n-convertible. If Conjecture 7 were true, by fixing N; £ (M;, M;) for all i < n,
there would exists a linear A-term Dx such that Dy M; —7% (M;, M;).

To sum up, Remark 1 and Conjecture 7 allow us to connect linear erasure and duplication to
standard A-calculus notions:

linear solvability ~ linear erasability

linear separation ~ linear duplication.

3.1.3 The typed setting

Proposition 5 and Proposition 6 say that duplicable and erasable sets contain only closed terms
and, moreover, that duplicable sets must be finite. In what follows we shall study uniform copying
and erasing mechanisms applied to very special kinds of sets, namely the classes of closed and
normal linear A-terms that inhabit a given type of IMLL,.

Let us begin with a simple example based on booleans. Due to the lack of explicit weak-
ening, the standard second-order encoding of booleans by means of the type Va.ao — a — «
is meaningless in IMLLy. An alternative encoding provided by Mairson and Terui [65] is the
following:

B2&Vaa—oa—oa®a tt 2 Az )y (z,9) ££ 2 Az )y (y, x) (3.2)

where the “truth” tt and the “falsity” f£f are the only closed and normal inhabitants of the type
B. Observe that such terms implement the “erasure by garbage collection”: the first element of
the pair is the “real” output, while the second one is garbage.

Starting from the terms tt and ff in (3.2), Mairson shows in [64] that IMLL is expressive
enough to encode boolean functions. Mairson and Terui reformulate that encoding in IMLLs to
prove results about the complexity of cut-elimination [65], where the advantage of working in
IMLLj is to assign uniform types to the A-terms representing boolean functions.
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The key step to obtain the encoding of boolean functions is the existence of an eraser Eg and
a duplicator D for the type B:

Eg = \z.let zII be x,y in (let ybe I inx): B — 1 (3.3)
Dp = Az.m(z(tt, tt)(ff,ff)): B - B®B
7 2 \z.let zbe z,y in (let Epy be I inz): (B®B) — B

where 77 is the linear A-term projecting the first element of a pair. When applied to a closed
and normal inhabitant of B, i.e. either tt or £f, the eraser Eg consumes it until an identity is
reached, while the duplicator Dg produces a pair containing two copies of it:

Egtt =51 Dp tt —j (tt,tt)
Egff =31 Dp ff —j (£f, £f)

Let us remark that erasability in IMLLy is subtler than the untyped case, since the type-
theoretical constraints force the eraser Eg to make use of something more than mere stacks of
identities (see Lemma 4). Also, note that both the possible outcomes of duplication (tt,tt)
and (ff, ff) are built-in components of Dg. In accordance with the given input, Dp selects the
right pair representing the result by erasing the unwanted one. Then, this linear mechanism of
duplication works by selection and erasure, i.e. by a stepwise elimination of useless data until the
desired result shows up.

Henceforth, closed and normal linear A-terms will be called “values”:

Definition 7 (Values). A walue is a linear A-term that is both (f)-normal and closed. Values
are ranged over by V.

The analysis of (3.3) and (3.4) leads to the following formal notions:
Definition 8 (Duplicable and erasable types in IMLL;). Let A be a type in IMLL,:

e we say that A is an erasable type if a linear A-term E4 : A —o 1 exists such that E4 V' —3 I,
for every value V of A, and we call E4 eraser of A;

e we say that A is a duplicable type if a linear A-term Dy : A — A ® A exists such that
DaV =%, (V, V), for every value V of A, and we call D4 duplicator of A.

Remark 2. Duplicators in the typed setting are defined with the help of the n-reduction, as op-
posed to Definition 6. We shall use n-reduction in the proof of Theorem 10, since the duplicators
we will construct n-expand a value before copying it. Moreover, observe that the restriction of
duplication and erasure to values, i.e. to closed and normal linear \-terms, causes no loss of
generality. On the one hand, Proposition 5.(1) and Proposition 6 imply that only closed terms
can be duplicated or erased linearly. On the other hand, every type has infinitely many (closed)
inhabitants, while Proposition 6 states that a duplicable set of linear A-terms must be finite.
Indeed, a necessary condition for duplicable types is that the set of values that inhabit them is
finite: this is not always assured in IMLLs as pointed out in Example 6.

The type B in (3.2) is a typical example of duplicable and erasable type, whose eraser and
duplicator are, respectively, the terms in (3.3) and (3.4).

In [65], Mairson and Terui generalize the mechanism of linear erasure and duplication of B
to the class of closed II; types, we shall call “ground” for ease of reference:
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Definition 9 (II; and %, [65]). The following mutually defined grammars generate IT; and 3;:

H1 Z:OZ|21—OH1 |VO[.H1
21::OZ|H14021

Definition 10 (Ground type). A ground type is a closed II; type.

We note that the universal quantifier V occurs only positively in a II; type, hence in ground
types.

The type B in (3.2), the unit 1 and the tensor A® B (Definition 3) are all examples of ground
types, if A and B are. In fact, following [65], tensors and units can occur also to the left-hand
side of a linear implication “—o”, even in negative positions. The reason is that we can ignore
them in practice, thanks to the isomorphisms:

((A®B) — () oo (A— B — () (1 —C)ooC.

As we shall see in the next section, the set of values that inhabit a IT; type is always finite
(see Lemma 16). So, ground types represent finite data types, while the values that inhabit
ground types represent their data. According to this idea, the following proposition states that
all values are data of some data type:

Proposition 8. Fvery closed linear A-term M has a ground type.

Proof. Every closed linear A-term M is typable in IMLL by Theorem 3. Types in IMLL are
quantifier-free instances of II; types. Hence, M has also a II; type A in IMLLs. Let FV(A) =
{aq,...,a,}. Since M inhabits A, it also inhabits A = Vay.--- .Va,.A, which is a closed IT;
type, i.e. a ground type in IMLL,. O

Ground types have an eraser:
Theorem 9 ([65]). Fvery ground type is erasable.
Proof. The result follows from proving the statements below by simultaneous induction:

e for every I1; type A with free type variables aq, ..., a,, there exists a linear A-term E 4 such
that FE4 : A[1/aq,...,1/a,] — 1,

e for every ¥ type A with free type variables a, ..., «, there exists a linear A-term Hy such
that FHy : A[1/aq, ..., 1/ ay].

If A= qa, then A[1/a] =1, and wedefineEq =Hq 2 1. If A = B — C, then A[1/ay,...,1/a,] =
B[l/aq,...,1/a,] — C1/ai,...,1/ay]. If B — C is a II; type, then B is a ¥ type and C is
a II; type. By induction hypothesis, Hp and E¢ exist, so that we define Eg_oc = \z.Ec(zHp).
Otherwise, B — C' is a X; type, so that B is a II; type and C is a ¥; type. By induction
hypothesis, the terms Eg and He exist, so that we define Hg_oc & Az.let Eg 2 be I in Ho. The
last case is when A = Va.B, and A can only be a II; type. By induction hypothesis, Eg exist,
so that we define Ey, g 2 Ep. O

Remark 3. In [65], Mairson and Terui actually show the existence of an eraser for all closed
ell; types, that properly extend the class of ground types. The ell; types are generated by the
following grammar:

ell; :== a | eXy —o elly | Va.elly (3.6)
eX) =« | ell} —o eXy | Va.eXy (3.7)
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where, in the last clause of (3.7), Va.eX; must be inhabited. Roughly, a eIl; type (resp. eX;
type) is like a IIy type (resp. 31 type), but it may additionally contain negative (resp. positive)
occurrences of inhabited V types. A typical example of closed ell; type is (B — B) — B. If the
ground types are finite data types, the closed ell; types can be seen as functionals over finite
data types. We decided not to consider this class to give a uniform account of the mechanisms
of erasability and duplication. Moreover, several remarkable closed ell; types, like for example
(B — B) —o B, are built up from (inhabited) ground types and linear implications, so that their
erasers can be easily built from erasers of these latter. As an example, an eraser of (B — B) — B
is \x.Eg(«I).

Inhabited ground types have a duplicator:
Theorem 10. Fvery inhabited ground type is duplicable.

Mairson and Terui sketch the proof of Theorem 10 in [65]. In the next section we shall develop
it in every detail.

3.2 The Duplication Theorem

In this section we give a detailed proof of Theorem 10 for IMLL,, which states that if A is an
inhabited ground type, i.e an inhabited closed II; type, then A is also a duplicable type. By
Definition 8, this amounts to show that a linear A-term Dy : A —o A ® A exists such that
DaV —j, (V,V) holds for every value V of A.

We shall construct the duplicator D4 of a ground type A as the composition of three linear
A-terms, diagrammatically displayed in Figure 3.3. Taking a value V of type A as input, Dy
implements the following three main operations:

(1) expand V to its n-long normal form Vy;
(2) compile V4 to a linear A\-term [V4] which encodes V4 as a boolean tuple;
(3) copy and decode [V4], obtaining the duplication (Va,V4) of V4, that n-reduces to (V, V).

Point (3) is the one implementing Mairson and Terui’s “duplication by selection and erasure”
discussed in the previous section. In particular, duplication is by means of the term dec? in
Section 3.2.3. It nests a series of if-then-else constructs which is a look-up table, possibly
quite big, that stores all the pairs of normal inhabitants of A. Each of them represents a possible
outcome of the duplication. Given a boolean tuple [V4] in input, the nested if-then-else
select the corresponding pair (Vy4, V4), erasing all the remaining “candidates”. The inhabitation
condition for A stated in Theorem 10 ensures that the default pair (V/, V') exists as a sort of
“exception”. We “throw” it each time the boolean tuple that dec? receives as input does not
encode any value of type A.

For each such component of D4 we dedicate a specific subsection. For the sake of presentation,
in this section we focus on terms of IMLL; rather than on derivations, so that when we say
that a term M has type A with context I', we clearly mean that a derivation D exists such
that DT’ = M : A. Moreover, as assumed in Section 2.5.3, terms are considered modulo
a-equivalence.

3.2.1 The linear M\-term sub?

Roughly, the A-term sub?, when applied to a value V' of ground type A, produces its 7-long
normal form V4 whose type is obtained from A as follows: we strip away every occurrence of V
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s s s
sub enc, dec,

A A~ [B*] B A® A

Vi Vg o [Va] + (Va, Va)

Figure 3.3: The diagrammatic representation of D 4.

and we substitute each type variable with the s-ary tensor of boolean datatypes B° = B®.5.QB,
for some s > 0.
Before introducing the A-term sub?, we need the definition of n-long normal form:

Definition 11 (n-long normal forms). Let D<I' - M : B be cut-free. We define the n-ezpansion
of D, denoted DY, as the derivation obtained from D by substituting every occurrence of:

z:ArFx: A ar

with a derivation of z : A = M’ : A, for some M’, whose axioms have form y : a F y : a.
Given DaTl' + M : B, its n-expansion DY is unique, and its concluding judgement is denoted by

'+ ME : B. The term M} is called n-long normal form and is such that M} —y M. If the

context I' of an n-expanded D is x1 : Ay,...,x, : A we may write Dgl’“"A" and Mgl"“’A". If

I" is empty, we feel free to write D and Mp.

Lemma 11. Let D<T' = M : A be a cut-free derivation in IMLLy, and let MY denote the n-long
normal form obtained by n-expanding D. Then:

(1) If M =2z, A=a, andT =z : « then % = x.

(2) If M =z, A=Va.B, and I = x : Va.B then 2325 = 25,

(3) f M=z, A=B —C, andT =1 : B — C then 28725 = \y.(zy5)<.
=Va.B then = , for some fresh type variable .

4) If A=Va.B then M} o Mgh/a) f fresh bl

Iz:B
(5) If M = A\z.N and A= B — C then (A\z.N)%_ o = A\e.N5"7.
(6) If M = PlyN/z] and T = A, X,y : B —o C, where P has type A with context A,z : C and
N has type B with context 3, then (PlyN/x])} = Pﬁ’x:c[yNg/x].

(7) If M = PlyN/z] andT =T",y : Va.B then (P[yN/x})i’y:va'B = (P[yN/x])I;’y:Bw/w, for
some suitable type D.

Proof. Just follow the definition of n-long normal form. O

Definition 12 (The map (_)7). Let A be a type in IMLL;. We define A~ by induction on the
complexity of the type:

(A—~B)" 24" B~
(Va.A)™ £ A (y/a)
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where 7 is taken from the head of an infinite list of fresh type variables. The notation A[B]
denotes the type obtained by replacing B for every free type variable of A. Moreover, if ' = x; :
A1, ..., &t Ay, then T~ stands for x1 : A7, ..., 2, : A, and I'[B] stands for 1 : A1[B],..., 2, :
A, [B].

Lemma 12. Let A be a Il; type and Ay, ..., A, be Xy types. If x1 : Ay,...,xp : Ap b M: A
then, for every type B, x1 : AT [B),...,xn : A, [B|F M : A~ [B].

Proof. Easy induction on a derivation of x1 : Ay,...,z, : A, M : A. O

Definition 13 (The linear A-term sub?%). Let s > 0. We define the linear A-terms sub? :
A[B®*] —o A~[B?], where A is a II; type, and sub’y : A~[B®] — A[B?], where A is a ¥ type, by
simultaneous induction on the size of A:

A 35 A
sub), = A\z.x sub, = A\z.x
suby,, 5 = suby
sub% .o = Az \y.sub(x (suby y)) suby .o 2 Az \y.subg(z (suby y)).
The following will be used to compact the proof of some of the coming lemmas.

Definition 14. Let s > 0. Let A be a Il; type, and let I' = 21 : Ay,...,x, : A, be a context of
¥ types. If M is an inhabitant of A[B®] with context I'[B®], then M [I'] denotes the substitution:
M(sub)y, oy /x1,...,suby @), /xy]
for some zf,..., 2.

Lemma 13. Let s > 0 and z be of type A[B?®].
(1) If Ais a 11y type, then subj z —7 z4.
(2) If A is a ¥y type, then suby z —% 24
Proof. We prove both points by simultaneous induction on |A|:

e Case A = . Both the statements are straightforward since we have z& = z by Lemma 11.(1).

e Case A = Va.B. This case applies to point (1) only. By induction hypothesis, for every vari-
able z of type B[B®], subj 2 —% 2. The M-term subj has type B[B*] — B~ [B*], which
is equal to (B(B*/«))[B®] — (Va.B)~ [B®]. Hence, sub% has also type (Va.B)[B*®] —
(Va.B)~[B®]. Moreover, by Definition 13 we have sub% = suby, 5. Therefore, for every
variable 2 of type (Va.B)[B®] we have suby, p2 = subj 2z —7 zB. But 2B = 29*E by
Lemma 11.(2).

e Case A = B — C. We prove point (1) only (point (2) is similar). Let z be of type
(B — (C)[B*] = B[B*] — C[B?]. Then we have
sub% oz = (Az.\y.subl (z(suby y)))z Def. 13
—5 Ay.subg(z(subp y))
— My (subge ) [2(535 ) /w]

—% My.wé[z(subg y)/w)] IH on point (1)
=% Aywé[zyp /] IH on point (2)
= \y.(2y5)é

= 25=¢. Lem. 11.(3)
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Lemma 14. Let s > 0. If z : A[B®], where A is a 11y type, then sub% 24 —7 z4.

Proof. We prove it by induction on |A|:
e Case A = a. The statement is straightforward since we have z& = z by Lemma 11.(1)
e Case A =Va.B. By Definition 13, sub{, 5 = sub% and we use the induction hypothesis.
e Case A= B — C. Then we have

subj o 25728 = (A\z.\y.subl (z(subp y)))252& Def. 13

)
= (Az.\y.subd (z(suby y))) Aw.(z2wh)§) Lem. 11.(3)
—5 Ay.subg((Aw.(z2wg)¢) (subj y))

)

Y
Y

—5 Ay.suby(z(subp y) )&
—75 Ay.subg (zy5)& Lem. 13.(2)
= Ay.(subz we) [2y5 /w]
—% My.wé 2y 5 Jw) IH
= \y-(2y5)C
=q 28228 Lem. 11.(3)

O

Lemma 15. Let s > 0. Let A be a 11y type, and let T' = x1 : Ay, ...,z : A, be a context of 31
types. If T[B*] = M : A[B®], with M normal, then:

sub’y M| =% Mj.

Proof. Let Qr a be the number of universal quantifications in A;,...,A,,A. We prove the

result by induction on |M|+ Qr a. If M = z then I = 2z : A and sub®, M[[] = sub®(sub, 2).

By point (2) of Lemma 13 and by Lemma 14 we have sub®(sub z) —} subj 24 —% 24 If

M = A\z.N then we have two cases depending on the type of M:

e Case A = Va.B. The A-term suby has type B[B®] —o B~ [B®], ie. (B(B*/a))[B*] —o
(Va.B)~[B®], so that subj has also type (Vo.B)[B*] — (Va.B)~[B®]. By Definition 13
we have sub% = suby, 5. By using the induction hypothesis, for every M of type
(Vo.B)[B®] with context I'[B°], we have suby,, g M[I'] = subj M[I'] —7% ME. Moreover,
by Lemma 11.(4), M = M}, 4.

e Case A = B — C. Then we have:

sub%; . M[[] = (A\z.\y.subd (z (subz y)))(A2.N)[T] Def. 13
—p Ay.subg,(Az.N)[T] (subp y))
— Ay.sub((N[I])[subj y/2])

= A\y.subH (N[, y : B)) Def. 14

=% My.NGYP IH
=y.N5 o Lem. 11.(5)
el MIEAOC
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If M = P[zN/w] then the type of z cannot have an outermost universal quantification, because
I is a context of X1 types. So z has type of the form B —o C in I'. Let IV and I be contexts
such that I' =TV, T" 2z : B — C, dom(I") = FV(P), and dom(I'”) = FV(N). Then we have:

sub? M[I'] = sub’ (P[zN/w])[I]
= sub’y (P[I'][(zN)[I”, 2 : B — C]/w])
= suby (P[I"][(subj_c 2)(N[I"]) /w])
—7 sub’y (P[['][subg (z (subj (N[I]))) /w]) Def. 13
—% sub’y (P[I"][subg (:N5 ) /w)) IH
= (suby P[I"][subg, w/w])[zNp" /w]
= (sub®, P[I",w : C])[zN§ /w] Def. 14
% Py C LN Jul H
= (P[zN/w])}. Lem. 11.(6)

3.2.2 The linear M\-term enc’

A missing ingredient in the previous subsection is the value of s, which is fixed to some strictly
positive integer. To determine s we need the following property:

Lemma 16 (Types bound terms). For every cut-free derivation D<IT't M : B in IMLLy which
does not contain applications of YL, the following inequations hold:

M| < [Mp| < [T7|+|B7| <2 [Mp| (3.8)
where ()~ is as in Definition 12, and MY is as in Definition 11.

Proof. The inequation |M| < |ML]| is by definition of n-long normal form. Now, let D% be the
n-expansion of D, so that DL<I" - M} : B. We prove the remaining two inequations by induction
on DE. If it is an axiom then, by definition of n-expansion, it must be of the form z: a F z : «,
where M} = x. Hence, |z| <2 |a| < 2 |z|. Both the rules —oR and —oL, increase by one the
overall size of the types in a judgment and of the corresponding term, so the inequalities still
hold. Last, the rules for V do not affect the size of both I'", B~ and MF. O

Notice that Lemma 16 does not hold in general if D contains instances of the inference rule
VL, since one can exploit the inference rule VL to “compress” the size of a type.

Now, consider a cut-free derivation D<= M : A, where A is a ground type. Since negative
occurrences of V are not allowed in A, D contains no application of VL. and, by Lemma 16, this
implies that |M| < |A~|. This limits the number of variables a generic inhabitant of A has, so
that we can safely say that the variables of M must certainly belong to a fixed set {x1,...,x4-|}.
The next step is to show that we can encode every normal form as a tuple of booleans, i.e. as
elements in B® with a sufficiently large s. Actually, we are interested in n-long normal forms
only, due to the way the linear A-term sub? acts on inhabitants of A as shown in the previous
subsection. So, given a ground type A, we can represent the n-long normal forms of type A with
tuples of type BOUA™['10g1A71) " gince each such linear A-term has at most |A~| symbols, each
one encoded using around log|A~| bits. By setting s = ¢- (|JA~| - log|A™|) for some ¢ > 0 large
enough, there must exist a coding function [ | : Ay — B?®, where A; is the set of all normal
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linear A-terms having size bounded by s. The role of the A-term enc?, is to internalize the coding
function [ ] in IMLL; as far as the n-long normal forms of a fixed type A are concerned.

The coming Lemma 18 relies on an iterated selection mechanism, i.e. a nested if-then-else
construction. In order to define selection, we first we need to extend the projection in (3.5).

Definition 15 (Generalized projection). Let A be a ground type. For all k& > 0 and m =

my,...,mg > 0, the linear A-term 77{77‘ is defined below:
N Az.let zbe z,y in (let E4y be I in x) ifk=0
! Az.let zbe z,y in (let E4 (ytt™ ...tt"™ ) be I inz) ifk >0

with type B ® B — B, where B 2 B™ —o ... —o B™ — A. When k = 0 we simply write 7
in place of 77", whose type is A ® A —o A.

Definition 16 (Generalized selection). Let A be a ground type and let Mygn, Mggn—1 g5y, - - -,
Mg gen-1y, Mggn be (not necessarily distinct) normal inhabitants of B™ —o ... — B™" —o A,
for somen > 1, k > 0, and m = mq,...,mg > 0. We define the linear A-term:

if @ then [Myen, Miggn—1 g5y, - . s Mg gen—1y, Megn]™ (3.9)
with type B™* —o ... — B™* —o A and context x : B"” by induction on n:
e n=1: if x then [Myy, Mee]™ 2 77 (x Myy Mis).
e n>1: if & then [Mygn, Miggn—1¢5),. ., M<tt’ffnfl>,Mffn]7ﬁ =

let x be 1,22 in (if x5 then

~—

[(/\yl.if Y1 then [Pttnfl’P<ttn727ff)7 R ,P<tt7ffn72>’ Pffnfl}

)

A ma1n—1,m
(Ay2.1if yo then [Qtt"*hQ(tt"*?,ff)a ) Q(tt,ff"*szff”*l] )] ) 1
where, 77 is as in Definition 15 and, for every n-tuple (b, ...,b,) of booleans, P, ... o0) =
Mgor,..00)58)> Qorrebn) = Moy, o) 20)-
when &k = 0 we feel free of ruling out the apex m in (3.9).
Lemma 17. Let A be a ground type and let Mygn, Migen—1 gy, ..., Mg gen—1y, Mgen be (not
necessarily distinct) normal inhabitants of B™ —o ... —o B™* — A, for somen > 1, k > 0,
and m =my,...,my > 0. For every n-tuple of booleans (b1,...,by,) it holds that:
if (by,...,by,) then (Mttn7M<ttn71’ff>, ey M(tt’ffn71>’Mffn) —)E M<b17~';bn>'
Proof. Straightforward. O

Notice that, if n = 1 and k£ = 0 in Definition 16, we get the usual if-then-else construction
defined in [40] as:
if x then M, else My = my(x My M>) (3.10)

with type A and context z : B, where m; : A® A — A is as in Definition 15. Clearly, if b; £ tt
and by = £f, then if b; then M; else M, —>E M; for i =1,2.

Before defining the linear A-term enc® we need to encode the A-abstractions and the appli-
cations in IMLL,.
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Lemma 18. Let s > 0. The following statements hold:

(1) A linear A\-term abs® : B® — B® —o B* ewists such that abs[z|[M] —} [Az.M], if
[Az.M| <s and z € {x1,...,Xs}.

(2) A linear \-term app® : B® — B*® — B® exists such that app[M|[N]| —3 [MN], if
|[MN| <s.

Proof. We sketch the proof of point (1) only, since point (2) is similar. We let b denote the
encoding of the boolean value b in IMLLy. The linear A-term abs is of the form:

)\l‘.)\y.(if x then [PttsaP<ttS*1,ff>7 ceey P(ff7ttsfl>,Pffs]S) Y

where, for all s-tuple of booleans T' = (by,...,bs), the linear A-term Pr with type B® — B* is
as follows:

)\ylf Yy then [Qz;g,Qz;tsfljf), ceey Q’Z;f,tté;*l)’ Q?fs]

For all T = (by,...,b,) and for all 7" = (b}, ...,b.) we define:

s

[Az.M] if (by,...,bs) = [z], (bf,...,bL) =[M],
Qr, - and [Ax.M| <s
(tt,.%.,tt) otherwise.

O

The A-term enc’, given a value V4 in n-long normal form and of type A, combines the
A-terms abs® and app® to construct its encoding.

Definition 17 (The linear A-term enc?). Let s > 0. We define the linear A-terms enc? :
A~[B®] — B?, where A is a II; type, and @ac’ : B° — A~ [B®], where A is a ¥; type, by
simultaneous induction on the size of A:

enct £ \z.z ench_,c = Az.abs®[z] (encf (z (emc} [z])))
emct 2 \z.z ench .o 2 A\z.\z.ency, (app®z (ench 7))
with 2 chosen fresh in {x1,...,xs}.

The following will be used to compact the proof of some of the coming lemmas.

Definition 18. Let s > 0, and let A be a II; type and I' = z1 : Ay,..., 2, : A, be a context
of ¥ types. If M is an inhabitant of type A~ [B?] with context I'"[B?] then M| denotes the
substitution:

M{encs, «}/x1,...,60cy ), /Tx]

/

for some a},..., 2.

To prove that enc? is able to encode a value V4 of type A we need an intermediate step. We
first prove that enc® substitutes every A-abstraction in V4 with an instance of abs®, and every
application with an instance of app®, thus producing a “precode”. Then we prove that, when
every free variable in it has been substituted with its respective encoding, the precode reduces
to (VA—‘
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Definition 19. Let s > 0. If M is a linear A-term in normal form such that |M| < s, we define
M?# by induction on |M]|:

e M =z if and only if M*® =z,

e M = Az.N if and only if M*® = abs® [2'] N*[[z"] /],

e M = PQ if and only if M?® = app® P?® Q)*,
where a’ is fresh, chosen in {x1,...,Xs}.
Lemma 19. Let s > 0. If M and N are linear A-terms, then M*[N?®/x] = (M[N/z])*.
Proof. By induction on |[M|. If M = x then 2°[N?®/x] = 2[N®/x] = N® = (2[N/z])*. If M = PQ
then either « occurs in P or it occurs in Q. Let us consider the case x € F'V(P), the other case
being similar: by using the induction hypothesis we have (PQ)°[N®/x] = app® P°[N*/z]Q° =
app®(P[N/z])* Q° = (P[N/z]Q)* = ((PQ)[N/xz])*. If M = A\y.P then we have (A\y.P)*[N®/x] =
abs® [y'] P*[N*/2|[[y"]/y] = abs® [y'] (P[N/z])*[[y"]/y] = (A\y.P[N/x])* = ((Ay.P)[N/x])*. O
Lemma 20. Let s > 0. If M is a linear A-term in normal form such that |M| < s with free
variables x1,...,T,, then

M[[a)] =5 [Mzi /..., 2 ]

where [am = [[z}]/x1,. .., [2)]/xn] and 2}, ..., 2, are distinct and fresh in {x1,...,Xs}.
Proof. By induction on |[M|. If M = z then 3i < n x; = x, so that *[[z}]/x] = z[[z}]/z] =
[x}] = [z[z}/z]]. If M = Ay.N then, using the induction hypothesis, we have:
(- N)*[[2"]] = (@bs* [y N°[[y'1 /) [[+']]

= abs* [y'] N*[[2"], [y']/4]

—j abs” [y [N[a /21, /2n, Y /Y]]

—7% Ay Nx|/z1,. . 2T,y /Y]] Lem. 18

=o [Ay.N)[z} /21, ... 2] [zn]].

If M = PQ then let yy,...,ym (resp. z1,...,2;) be the free variables of P (resp. @), and let
=y, Yms 21, -, 2. Then we have:

(PQ)*[[+]] =
= app® P*[[y/11 Q*[[']]
=75 app® [PY1/y1, - Un/ym] | [Ql21/21, -, 2/ 2]
—5 [Ply1/y1, - Y/ ymlQl21/ 21, - - - 21/ 2] ] Lem. 18
= [(PQ)[#} /a1, ... 2} /za]].
O

Lemma 21. Let M be a n-long normal form of type A with context T’ = x1 : Ay,..., 2y : Ap,
where A is a 11y type and T is a context of ¥y types, and let Y ;- |A7|+|A7| =k and s =
c- (k-logk), for some c large enough. Then:

(ency M[T)[[2/]] =5 [M[2} /1, ..., 2% /2]

where fgm = [[21]/x1,. .., [2)] /], with 2, ... x! distinct and chosen fresh in {x1,...,Xs}.
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Proof. First, notice that, by Lemma 12, T~ [B*] - M : A~[B®]. By Lemma 20 it suffices to prove
by induction on [M| that the reduction ency M[I'] —% M*® holds. If M = z then A = a and
[' =z : @, because M is in 7-long normal form, so that we have encg, z[z : o] = enc;, (ency, ¥) —7
x=uz°. If M = Ay.N then A =B — C, so that:

ency ¢ ((Ay.-N)[T])
—5 abs® [z'](enc ((A\y.N[I'])(ency [v']))) Def. 17

—p abs” [y'|(enc,(N[I[ency [y'1/y])
= abs® [y'[(encq (NI ][encBI/r]))HyW/y]

— abs® [y | (enci (V[T : B))([Y/1/y Def. 17
— abs® [y (N [flﬂ/y]) IH
= (A\y.N)”.

Last, suppose M = P[yN/z], and let ¥, A be contexts such that ' = ¥, Ay : B — C,
dom(X) = FV(P), and dom(A) = FV(N). Then we have:

ency (PlyN/z])[T]
= enc (PX][(yN)[A,y : B — C]/z])
= ency (P[X][(ench_.c y)N[A]/2])
— enc (P[X][ency (app® y(ency N[A]))/x]) Def. 17
—} ency (P[X][enct; (app® y N®)/x]) IH
= enc}y(P[X][enc (yN)*/x])
= enc) (P[X,z: C))[(yN)?/x] Def. 17
=5 P*[(yN)* /] IH
= (PlyN/z])® Lem. 19.

3.2.3 The linear M-term dec’

The linear A-term dec? is the component of D4 requiring the type inhabitation. Roughly, it
takes a tuple of boolean values encoding the n-long normal form V4 of a ground type A in input,
and it produces the pair (V4,Va4). To ensure that dec? is defined on all possible inputs, it is
built in such a way that it returns a default inhabitant of A whenever the tuple of booleans in
input does not encode any A-term.

Definition 20 (The linear A-term dec?%). Let A be a ground type and let V’ be a value of
type A. If for some ¢ large enough s = ¢- (|[A~| - log|A~|), then we define the linear A\-term
dec’, : B® — A ® A as follows:

Ar.if x then [Prgs, Pgs—1 5y, - -, Ples geo—1), Pees]

where, for all T'= (by,...,bs) of type B*:

_ <VA,VA> if <b1,...,bs> = [VA—|
T (V', V") otherwise.

We are now able to prove the fundamental result of this section:
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Theorem 22 (Duplication [65]). Every inhabited ground type is duplicable.

Proof. The duplicator D4 of a inhabited ground type is defined as follows: we fix s =¢- (JA™| -
log |A™]), we fix a default value V' of A, and we set:

D4 = dec’ oenc’osub’y: 4o AR A

where M o N £ \2.M(Nz). By Lemma 15, Lemma 17, and Lemma 21, for all values V of type
A, we have:
DaV —>E <VA, VA> —>;k7 <V, V>

O

Remark 4. If A is a ground type inhabited by the value V', we shall write DX/ to stress that the
default inhabitant of A used in constructing the duplicator D4 of A is V.

3.3 The system LEM and basic properties

In this section, we present the Linearly Exponential Multiplicative Type Assignment, LEM for
short, a new system internalizing the mechanisms of weakening and contraction that exist in
IMLLy (Theorems 9 and 10). It is defined as a type assignment for the term calculus A; |
that we obtain by endowing A; with explicit and type-dependent constructs copy and discard
performing duplication and erasure in a limited way. LEM extends IMLL, with inference rules
for the modality “J” that closely recall the exponential rules in Linear Logic.

We explore both the computational and the proof-theoretical properties of the system. First,
we define special cut-elimination steps, called lazy, that prevent undesired forms of duplication
and erasure of derivations. The lazy cut-elimination is too weak, since we may run into deadlock
situations, i.e. instances of cut that cannot be ruled out. We then show a relevant class of types,
called lazy types, whose derivations can always be rewritten into cut-free ones by applying a
specific lazy cut-elimination strategy (Theorem 29).

Thanks to a careful positioning of “4” in the types of LEM, essentially as done in [40], we are
able to prove the Subject reduction property (Theorem 32).

Finally, we define a translation from LEM into IMLLs and we prove a simulation result (The-
orem 35) showing how the constructs copy and discard in the former system relate to the
duplicators and the erasers we studied in the latter. One of the striking aspects of the trans-
lation is Theorem 37, stating essentially that the construct copy exponentially compresses the
mechanism of linear duplication of IMLL,.

3.3.1 The system LEM

The types of LEM are built from the linear implication “—o”, the second-order quantifier “V”, and
the new modality “J” that applies only to closed types free from negative occurrences of V. These
latter types are the representatives in LEM of the ground types in Definition 10, and will be the
only ones the system is allowed to explicitly weaken and contract.

Definition 21 (Types of LEM). Let X be a denumerable set of type variables. The following
grammar (3.11) generates the linear types, while the grammar (3.12) generates the exponential

types:
alo—A|Va.A (3.11)
c:=A|lo (3.12)
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where o € X and, in the last clause of the grammar (3.12), i.e. the one introducing 4o, the type
o must be closed and without negative occurrences of V. The set of all types generated by the
grammar (3.12) will be denoted ©,. A type is strictly exponential if it is of the form 0. A strictly
exponential context is a context containing only strictly exponential types and, similarly, a linear
context contains only linear types. If I'is 1 : Ay, ..., 2, : Ay, then T is 21 : A4, ..., 2, : LA,.
The standard meta-level substitution of B for every occurrence of o in A is denoted A(B/«).
Finally, the size of a type o in Oy, written |0, is the number of nodes in the syntax tree of o.

Remark 5. Syntactically replacing the Linear Logic modality “!” for “4” in (3.11) and (3.12) yields
a subset of Gaboardi and Ronchi’s essential types [40], introduced to prove Subject reduction in
a variant of Soft Linear Logic [56]. Essential types forbid the occurrences of modalities in the
right-hand side of an implication, such as in A —o !B (see Section 4.2.1).

We shall define LEM as a type assignment for the term calculus A;, which is essentially
the standard linear A-calculus with two type-dependent constructs for erasure and duplication,
discard, and copy?, the latter being also decorated with a value V, i.e. a closed and normal
linear A\-term. Values, will be the only terms these new constructs are able to copy and erase.

Definition 22 (The calculi A; and A; ).

e Let V be a denumerable set of variables. The set Ay of terms is generated by the following
grammar:

M :=z | \e.M | MM | discard, M in M | copy? M as x,y in M (3.13)

where z,y € V, V is a value (Definition 7), and o € ©,. The set of the free variables of
a term, and the notion of size are standard for variables, abstractions, and applications.
Their extensions to the new constructors are:

FV(discard, M in N) = FV(M)U FV(N)
FV(copyY M as z,y in N) = FV(M)U (FV(N)\ {z,y})
(3.14)
|discard, M in N|= |M|+ |N|+1

|copyY M as z,y in N| = |[M|+|N| +|V]| + 1.
The meta-level substitution of N for the free occurrences of = in M, written M[N/x], is
defined as usual. A context is a term containing a unique hole [-], generated by the following
grammar:

C:=[]| .C|CM | MC | discard,C in M | discard, M in C

1% s 1% . (315)
copy, C as x,y in M | copy, M as z,y in C

where, given a context C and a term M, C[M] denotes the term obtained by substituting
the unique hole in C with M allowing the possible capture of free variables of M.

e The one-step reduction relation — is a binary relation over A, . It is defined by the reduction
rules in Figure 3.4(a) and by the commuting conversions in Figure 3.4(b), and applies in
any context generated by (3.15). Its reflexive and transitive closure is denoted —*. A term
is said a (or is in) normal form if no reduction applies to it.

o A term M € A, is linear if:
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(M. M)N — M[N/x]
discard,V in M — M
copy;// Vasz,yin M — M[V/z,V/y]

(a) Reduction rules.

(discard, M in N)P
discard, (discard, M in N) in P

discard, M in (NP)

discard, M in (discard, N in P)
discard, M in (copyg N as z,y in P)
copyY M as z,y in (NP)

copyY M as z,y in (discard, N in P)

copy” (discard, M in N) as 2,y in P
(copyY M as x,y in N)P
discard, (copy! M as z,y in N) in P

L Ll

copy};/ (copyY M as x,y in N) as z,v in P copy! M as z,y in (copy(‘:, N as z,v in P)

(b) Commuting conversions.

Figure 3.4: Reduction rules and commuting conversions for Aj.

— each free variable of M has just one occurrence free in it;
— for each subterm A\z.N of M, x occurs in N exactly once;
— for each subterm copy}; M’ as y,z in N of M, y and z occur in N exactly once.
The set of all linear terms in Ay is denoted A; .
Observe that A; € A; . Hence, each value is a linear term in A .
Proposition 23. If M € A;, and M — N then N € A; .
Proof. Straightforward. O

The type assignment system LEM makes both the type and the term annotations in the
constructs discard, and copy? meaningful, and its definition is driven by the structure of the
types in Definition 21.

Definition 23 (The system LEM). LEM is the type assignment system (in sequent style) for
the term calculus A; ; displayed in Figure 3.5. It extends IMLL; in Figure 3.1(a) with the rules
promotion p, dereliction d, weakening w and contraction c. As usual, —R, VR, and p are right
rules while —oL, VL, d, w, and c are left ones.

The rule az in Figure 3.5 cannot introduce exponential types, like in the type assignment
systems for the essential types [40]. This is the key observation for proving:

Proposition 24. If DaI' = M : lo is a derivation in LEM, then T is a strictly exponential
contert.
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I'EN:o Azx:ob-M:T .
zAFz:A" D,AFM[N/z]: 7 o
'z:ob-M:B R I'N:o Ax:BHEM:1
'-Xx.M:0—B I'NAjy:0 — B M[yN/z|: T
x1:doy,...,xpido, F Mo ez:ob-M:7 p
xlzial,...,xnzsLonl—MzsLap y:dok Mly/z]: 7
'EM:T Dyy:doz:dobEM: 7 FV:o
Iz :lo+discard,z in M : 7 v F,x:ial—copy};x as y,zin M : 1 ¢
I'EM:A{v/a) v & FV(T) VR I'oe:A(B/a)F M : 7
'FM:Va.A Iz :Ya.AFM: 7
Figure 3.5: The system LEM.
Proof. By structural induction on the derivation D. O

Let us remark that the rules p, d, w, ¢ of LEM are reminiscent of the namesake Linear Logic
exponential rules, but they only apply to types Lo generated by (3.12), i.e. such that o is closed
and free from negative occurrences of V. Intuitively, a type o appearing in ‘o can be seen as
the representative in LEM of a ground type (Definition 10). Then, by weakening and contracting
the strictly exponential type o, the rules w and ¢ of LEM mirror the linear contraction and
weakening of a ground type of IMLL,. In particular, the rule ¢ contracting +o has one premise
more than the contraction rule in Linear Logic. This premise “witnesses” that the type o is
inhabited by at least one value V', which is required to faithfully express in LEM the linear
contraction mechanism of IMLL,, as Theorem 10 states that a duplicator exists for those ground
types which are inhabited. In Section 3.3.4, these intuitions will be formalized by introducing a
translation of LEM into IMLLy (Definition 30) that shows how the construct copy! exponentially
compresses the linear duplication mechanism encoded in a duplicator (Theorem 37).

A similar reasoning applies to the construct discard,, that expresses the eraser of a ground
type in IMLLsy. Since duplicators and erasers of a ground type apply to the set of values that
inhabit it, we designed the reduction rules in Figure 3.4(a) in such a way that the constructs
copy” and discard, copy and erase values only.

We conclude by commenting about how “J” and LL’s “!” differ. Intuitively, the latter allows
to duplicate or erase logical structure, or terms, at once, which is the standard way to compu-
tationally interpret contraction and weakening of a logical system. The modality “4” identifies
duplication and erasure processes with a more constructive nature. The duplication proceeds
step-by-step among a whole set of possible choices in order to identify those ones that cannot
contain the copies of the term we are interested to duplicate, until it eventually reaches what it
searches. Then, it exploits erasure. Erasing means eroding step-by-step a derivation or a term,
according to the type that drives its construction.
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3.3.2 Cut-elimination and its cubical complexity

LEM is a type assignment for the linear calculus A;; whose reduction rules depicted in Fig-
ure 3.4(a) limit duplication and erasure to values. These reduction rules are more restrictive
than the cut-elimination steps that we could perform on LEM. Indeed, once replaced “!” for “J”
and forgetting the term annotations, the cut-elimination of LEM would correspond essentially to
the one of IMELLy (see Section 2.2.2). So, for example, in the following derivation of LEM:

y:dA,z: 1 kyz: 1 P Doy 4w 1M 7 }_Itlc (3.16)
y:lA 2z 1k yz: 11 Dyz:dlkcopylaasy,zin M7
Dy:4A,2: 11 F copyl yz asy,zin M : 7

cut

the typical cut-elimination step moves the cut upward. But this would duplicate the open term
yz, erroneously yielding a non-linear term. Hence, at the proof-theoretical level, cut-elimination
steps exist that cannot correspond to any reduction on terms. In order to circumvent the here
above misalignment, we proceed as follows:

e We define the lazy cut-elimination steps, ruling out any attempt to eliminate an instance
of cut like (3.16). The drawback of this approach is that we may run into deadlocks, i.e.
into instances of cut that cannot be eliminated.

e We define a relevant class of types, called lazy, and we show that a lazy cut-elimination
strategy exists that is able to eliminates all the cut rules that may occur in a derivation of
a lazy type. The cost of the elimination is cubical (Theorem 29).

Definition 24 (Cut rules of LEM). Let (X,Y) identify an instance:

X

Ax:obM:T Y (3.17)
cut

I‘I—N:a
I AE M[N/x]: T

of the rule cut that occurs in a given derivation D of LEM, where X and Y are two of the rules
in Figure 3.5. Aziom cuts involve az, and are of the form (X, ax) or (az,Y), for some X and Y.
Ezponential cuts are (p,d), (p,w), and (p,c). Principal cuts are (—R, —oL), (VR,VL) and every
exponential cut. Symmetric cuts contain axiom and principal cuts. Every symmetric cut that
is not exponential is multiplicative. Commuting cuts are all the remaining instances of cut, not
mentioned here above, (p,p) included, for example.

A lazy cut is every instance of the cut rule (3.17) which is both exponential and such that N
is a value.

A deadlock is every instance of the cut rule (3.17) which is both exponential and such that
I' # (). Otherwise, it is safe.

The lazy cut-elimination rules that we introduce here below are the standard ones, but
restricted to avoid the elimination of non-lazy instances of the exponential cuts (p, d), (p, w) and

(p, ©).

Definition 25 (Lazy cut-elimination rules). Figure 3.6 introduces the lazy cut-elimination rules
for the principal cuts. The elimination rules for commuting and axiom cuts are standard, so we
omit them all from Figure 3.6; the (possibly) less obvious commuting ones can be recovered from
the reductions on terms in Figure 3.4(b). We remark that the elimination of the principal cuts
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(VR, VL) and (p,d) does not modify the subject of their concluding judgment. So, we call them
insignificant as every other cut-elimination rule non influencing their concluding subject. Given
a derivation D, we write D ~» D’ if D rewrites to some D by a lazy cut-elimination rule.

The introduction of the lazy cut-elimination rules is a way of preventing the erasure and the
duplication of terms that are not values, and hence to restore a correspondence between cut-
elimination and term reduction. However, we can run into derivations containing exponential
cuts that will never turn into lazy cuts, like the deadlock in (3.16). The solution we adopt is to
identify a set of judgments whose derivations can be rewritten into cut-free ones by a sequence
of lazy cut-elimination steps.

Definition 26 (Lazy types, lazy judgments and lazy derivations). We say that o is a lazy type
if it contains no negative occurrences of V. Also, we say that xy : o1,..., 2, : o B M : T is
a lazy judgment if T is a lazy type and o1, ..., 0, contain no positive occurrences of V. Last,
D<«I'E M : 7 is called a lazy derivation if ' H M : 7 is a lazy judgment.

Lemma 25 and 26 here below, as well as Definition 27 and 28, are the last preliminaries to
show the relevance of lazy cuts that occur in lazy derivations.

Lemma 25.
(1) Every type of the form Lo is closed and lazy.
(2) Every closed type has at least a positive quantification.

(8) Let R be any instance of VL, d, w, ¢, and p, the latter with a non empty context. The
conclusion of R is not lazy.

(4) Let R be any instance of ax, — R, —o L, VR, and p, the latter with an empty context. If
the conclusion of R is lazy, then, every premise of R is lazy.

(5) If D is a cut-free and lazy derivation of LEM, then all its judgments are lazy and no
occurrence of VL, d, w, ¢, and p, the latter with a non empty context, can exist in D.

Proof. Point (1) holds by Definition 21. Point (2) is by a structural induction on types. Con-
cerning point (3), the conclusions of d, w, ¢, and p contain Jo. This is a closed type, hence, by
point (2), such conclusions are not lazy judgments. Moreover, VL introduces a positive occur-
rence of V in the context of its conclusion, so that the latter cannot be a lazy judgment. Point (4)
is a case analysis on every listed inference rule. As for point (5), we can proceed by structural
induction on D. By definition, the conclusion of D is a lazy judgment. Point (3) excludes that
one among VL, d, w, ¢, and p (with a non empty context) may be the last rule of D. So, only
one among ax, —R, —L, VR, and p (with an empty context) can be the concluding rule, say
R, of D. Point (4) implies that all premises of R are lazy. Hence, we can apply the inductive
hypothesis and conclude. 0

The size of a derivation is usually defined as the number of rules of that derivation. For ease
of presentation, we shall define a slightly different notion of size for derivations in LEM, which
does not affect the fundamental result of this subsection (Theorem 29):

Definition 27 (Size of a derivation). The size |D| of a derivation D in LEM is defined by
induction:

o If D is ax then |D| =1,

e if D is a derivation D’ that concludes by a rule with a single premise, then |D| = |D'| + 1;
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D D’ D"

z:cb-M: A AFN:o Y,z AFP:T I
F'FX.M:0—A — R AY y:0—-oAFPlyN/z]: T IOH ~
T.A X F P[(\e.M)N/z] : 7 o
D D’
T'FM:A{v/« Ax: AB/a)F N : T
bl (Blo)r N7
' M:Va.A Ajz:VaAFN: T ;
I, A+ N[M/a]: 7 “u
D D’
FV:io Nx:ob-M:T1
p d -
FV:ile Iy:dok Mly/z]: 7 .
T+ M[V/z]:1 cu
D D’
FV:o » AFEM:T W o
FV:lo A,z :do+discardyz in M : 7 ;
At discard, V in M : 7 e
D D D,
Vo » Ayy:do,z: oM T FV':io e
FVi:lo A,z :lotcopy, vasy,zin M : T .
cu

DTnoﬁ%qJ\mm y,zin M : 7

D’ D
AFN:o z:oFM:A D!

A+ M[N/z]: A cut Y,z:AFP:T

T A S F PM[N/z]/2] : 7 cut
D(B/«) D’
I'M:A(B/a) Ayz: A(B/a)FN: 1 .
I,AFNM/z : 7 .
D D’
FV:o Ne:oFM:7 y
TFM[V/a:r “
U\
AFM:T
D
D FV:ie , Py
FVie FVile Ay:doz:do-M:T .
FV:lo Az:dobEM[V/y: 7 o

t
A+ M[V/y,V/z] T cu

Figure 3.6: Lazy cut-elimination rules for the principal cuts (—R, —L), (VL,VR), (p,d), (p,w), and (p, ¢).
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e if D composes two derivations D’ and D" by a rule with two premises, but different from
¢, then |D| = |D'| +|D"| + 1;

e if D composes two derivations D’ and D" by the rule ¢, then |D| = |D’'| + |D”| + 3.
Lemma 26. Let D<xy :01,...,2, : 0, F M : 0 be a cut-free and lazy derivation:
(1) M is a linear A-term in normal form;
(2) M| <32, |oil + ol
(3) |D| = |M|+ k, where k is the number of V and 4 occurring in o1,...,0p,0;

(4) if D'<Qxy :01,...,Tn :0n b N : 0 is a lazy and cut-free derivation, then |N| < |M| implies
ID'| < |DJ;

(5) the set of values with lazy type o is finite.

Proof. The assumptions on D allow to apply Lemma 25.(5) which implies that every judgment
in D is lazy and free from VL, d, w, ¢ and p (with a non empty context). Hence, we can prove
points (1)-(3) by induction on the structure of D. Point (4) is a corollary of point (3). Point (5)
is a corollary of point (2). O

Definition 28 (Height of an inference rule). Let D<I' - M : ¢ be a derivation and R a rule
instance in it. The height of R, written h(R), is the number of rule instances from the conclusion
I' = M : o of D upward to the conclusion of R. The height of D, written h(D), is the largest
h(R) among its rule instances.

Lemma 27 and 28 assure that we can eliminate lazy cuts from a lazy derivation.

Lemma 27 (Existence of a safe cut). Let D be a lazy derivation with only exponential cuts in
it. At least one of those cuts is safe.

Proof. Let ' H M : 7 be the conclusion of D. By contradiction, let us suppose that every
occurrence of exponential cut in D is a deadlock. At least one of them, say C,,, has minimal
height h(C,,), i.e. no other cut occurs in the sequence of rule instances, say Ry,... R, from the
conclusion of C), down to the one of D. Since C,, is a deadlock, its leftmost premise has form
AF N :lo, where A # (). By Proposition 24, A is strictly exponential and hence A+ N : lo is
a non lazy judgment by Lemma 25.(1) and Lemma 25.(2). Lemma 25.(3) and the contraposition
of Lemma 25.(4) imply that the non lazy judgment in C,, can only be transformed to a non lazy
judgment by every R;, with 1 < i < n, letting the conclusion of D non lazy, so contradicting the
assumption. Hence, C},, must be safe. O

Lemma 28 (Eliminating a lazy cut). Let D be a lazy derivation with only exponential cuts in
it. A lazy derivation D* exists such that both D ~» D*, by reducing a lazy cut, and |D*| < |D].

Proof. Lemma 27 implies that D contains at least an exponential cut which is safe. Let us take
(p, X') with maximal height h((p, X)) among those safe instances of cut. So, if (p, X) has form:

D/
FN:o :
}—Nziap A,x:ial—M:TXt (3.18)
AF M[N/z]: 7 u
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then D’ is a lazy derivation because lo is a lazy type by Lemma 25.(1). Since D’ is lazy and
can only contain exponential cuts, by Lemma 27 and by maximality of h((p, X)), it is forcefully
cut-free. So, by Lemma 26.(1), we have that N is a value, i.e. (p,X) is a lazy cut and we can
reduce it to obtain D*. If X in (3.18) is d or w, then it is simple to show that |D*| < |D|. Let
X be c. Then, (3.18) is:

D/ D// D///
Vo Ay:doz:do-M 7 FV' o
FV:ile A,x:»Lal—copyX/xas y,zin M’ : 7 . (3.19)

; cu
At copyy Vasy,zin M : 7
with D" lazy and cut-free for the same reasons as D’ is. So, (3.19) can reduce to:
D/

D’ FV:o D"
FV:o FVile Ay:doz: oM 7 cut (3.20)
FV:ile Az:dobEM[V/yl: 7

t
AFMV/yV/z]:T “u
By Lemma 26.(5), we can safely assume that V’ is a value with largest size among values of type
o. By Lemma 26.(4), from |V| < |V'| we have |D’| < |D"'|. By applying Definition 27 to (3.19)
and (3.20), we have |D*| < |D]. O

Definition 29 (Lazy cut-elimination strategy). Let D be a lazy derivation of LEM. We define
a round on D as follows:

{1} Eliminate all the commuting instances of cut.

{2} If any instance of cut remains, it is necessarily symmetric. Reduce a multiplicative cut, if
any. Otherwise, reduce a lazy exponential cut, if any.

The lazy cut-elimination strategy iterates rounds, starting from D, whenever instances of cut
exist in the obtained derivations.

Theorem 29 (Lazy cut-elimination has a cubic bound). Let D be a lazy derivation. The lazy
cut-elimination reduces D to a cut-free D* in O(|D|3) steps.

Proof. Let H(D) be the sum of the heights h(D’) of all subderivations D’ of D whose conclusion
is an instance of cut. We proceed by induction on the lexicographically order of the pairs
(|D], H(D)). To show that the lazy cut-elimination strategy in Definition 29 terminates, we start
by applying a round to D, using step {1}. Every commuting cut-elimination step just moves an
instance of cut upward, strictly decreasing H(D) and leaving |D| unaltered. Let us continue by
applying step {2} of the round. As usual, |D| shrinks when eliminating a multiplicative cut. If
only exponential instances of cut remain, by Lemma 28 we can rewrite D to D’ by reducing a
lazy exponential cut in such a way that |D’| < |D|. Therefore, the lazy cut-elimination strategy
terminates with a cut-free derivation D*.

We now exhibit a bound on the number of cut-elimination steps from D to D*. Generally
speaking, we can represent a lazy strategy as:

~~ ~~ ~~ ~~

cCo CcCy CCi41 CCp,

48



where every cc; denotes the number of commuting cuts applied from derivation D; to derivation
D;, for every 0 < j < n. A bound on every cc; is |D;|? because every instance of rule in D; can,

in principle, be commuted with every other. The first part of the proof implies |D;| = |Dj|, for
every 0 < j <n. Lemma 28 implies [D}| > [D;1], for every 0 < j <n —1. So, n < |D| and the
total number of cut-elimination steps in (3.21) is O(|D| - |D|?). O

Remark 6. The cubic bound on the lazy strategy keeps holding also when it is applied to non-
lazy derivations. Of course, in that case, deadlocks may remain in the final derivation where no
instance of cut can be further eliminated.

3.3.3 Subject reduction

The proof of the Subject reduction requires some well-known preliminary results.

Lemma 30 (Substitution). If T'F M : 7 then T[A/a] - M : 7[A/a], for every linear type A.
Proof. Straightforward. O
Lemma 31 (Generation).

(1) If DAl F Ax.M : 7, then 7 = 1"Va.(oc — A), where 1" 2 L7 and d = a1, ..., m, for
somen >0 and m > 0.

(2) If D<4T' + M : lo, then a derivation D’ exists which is D with some rule permuted in order
to get an instance of p as last rule of D’.

(8) If D<T - Az.M : Va.A, then a derivation D' exists which is D with some rule permuted
in order to obtain an instance of VR as last rule of D'.

(4) If D4T F A\a.P : 0 — B, then a derivation D’ exists which is D with some rule permuted
in order to obtain an instance of — R as last rule of D'.

(5) If D<A,z : 4o+ PlxN/y] : 7, then D contains an application of d that introduces z : 1o.

(6) If DaA,xz : Va.A - PlzN/y| : 7, then D contains an application of VL that introduces
x:Va.A.

(7) If D<A,z :0 — BF PlxN/y]: 7, then D contains an application of — L that introduces
x:0— B.

(8) If D<A,z :do + discard, x in P : 7, then D contains an application of w that introduces
x:do.

(9) If DaA,x : o + copyY = as x1,22 in P : 7, then D contains an application of c that
introduces x : Lo.

Proof. We can adapt the proof by Gaboardi and Ronchi in [40] to LEM because the types in
Definition 21 are a subset of Gaboardi and Ronchi’s essential types. In particular, point (2) relies
on Proposition 24. O

Theorem 32 (Subject reduction). If ' M : 7 and M — M', then T+ M': 7.

Proof. We proceed by structural induction on D and case analysis of M — M’. The crucial case
is when (Az.P)Q exists in M and D contains:
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D'aAFX.P:o D'«X,y:ob NyQ/z]: 7

DA, SF N(wP)Q/ : 7 cut
Lemma 68.(1) implies that o = 1"Va.(o; —o C), where 4" 2 1.7l and @ = a, . . ., a,y, for some
n >0 and m > 0. Lemma 68.(5)-(7) imply that D" has form:
E'{I—C-Q”:a’l Z/QI,ZZC/.}—NHZT”
2/1/ 2/2/ y/// . Ui —0 C/ '_ N//[y///Q///Z] . 7_// _OL
" (3.22)
Xy :Va. (o1 - C)F N'[y'Q' /2] : 7/ J
Yy :AdVa.(o1 = C)E N'[yQ' /2] : 7/
oy
YS,y:d"Wa.(oy = C)F N[yQ/z] : 7
where 7/ and 4" are sequences of applications of inference rules, of = o1[A1/a1, ..., Am/m)

and C' = C[A1/aq, ..., Am /o], for some X', XY 50" " "', N/ N".Q",Q", 7',7", Ay, ..., Ap.
Lemma 68.(2)-(4) imply that, permuting some of its rules, D’ can be reorganized as:

A x: 01. FP:C
AFXe.P:op —C
AF Xg.P:Va.(op — C)
AF Mz P:i"Wa.(o; — C)
where the concluding instances of p are necessary if n > 0 and can be applied since A is strictly

exponential as a consequence of Proposition 24. Moreover, Lemma 30 assures that a derivation
of Ajx: o) F P: C’ exists because oy, ..., q, are not free in A. Therefore:

—oR
VR

STEQ o Az:olbP:C . :
ALY EPIQ"/x]: C e ., 2:C'=N": 1"
ALY S0 NPQ"/x) /2] T

cut

YL
NS EN[PIQ/x]/z] : T
A similar proof exists, which relies on Lemma 68.(8), or Lemma 68.(9), when reducing discard,

Vin M, or copy},/l V as y,z in M. All the remaining cases concerning the commuting conver-
sions are straightforward. O

3.3.4 Translation of LEM into IMLL, and exponential compression

The system LEM provides a logical status to copying and erasing operations that exist in IMLL,.
In what follows, we show that a translation (_)® from LEM into IMLLs exists that “unpacks”

both the constructs discard, and copy? by turning them into, respectively, an eraser and a
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duplicator of a ground type. Then, we show that the reduction steps in Figure 3.4(a) and the
commuting conversions in Figure 3.4(b) can be simulated by the Srn-reduction of the linear A-
calculus, as long as we restrict to terms of A; | typable in LEM. Last, we discuss the complexity
of the translation, and we prove that every term typable in LEM is mapped to a linear A-term
whose size is exponential in the one of the original term.

We start with the following preliminary lemmas:

Lemma 33. Let V be a value and o a type of LEM:
(1) if M € Ay, is a term typable in LEM:

o cvery subterm of M of the form discard, P in Q is such that o is closed and free
form negative occurrences of V¥, and P an inhabitant of o;

e cuvery subterm of M of the form copy? P as x1,29 in Q is such that o is closed and
free form negative occurrences of ¥V, and both V' and P are inhabitants of o.

(2) if o’ is o in which every occurrence of L has been removed, then V has type o if and only
if V' has type o’;

Proof. Straightforward. O
The translation from LEM to IMLL; can be defined as follows:

Definition 30 (From LEM to IMLLy). The map (_)® : LEM — IMLL; translates a derivation
DAl Fiem M : 7 into a derivation D® <I'® by, M® : 7%

e for all types o € O, it is defined by:

2 o
oA
Va.A*

(r)* &7

Q
I

e
(1>

- Z =
L]
[1>

A
o for all contexts I' = x1 : 01,...,%, : 0pn, weset I'* S x1 1 07,...,2, 1 Op;

o for all typable terms M € A; 1, it is defined by:

x* 2z
(A\z.P)* & \z.P*
(PQ)* 2 PrQ*
(discard, P in Q)® £ let E,e P® be I in Q°

L

(copyg P as z1,29 in Q)* = let DX.. P*® bve z1,22 in Q°

where Theorem 9 and Theorem 10 assure the existence of the erasure E,« and the duplicator
DY, of the type o® (with the notation as in Remark 4), because by Lemma 33.(1):

— o is closed and free from negative occurrences of V, so that ¢® is a ground type,

— V* =V is a value that inhabits o, and hence ¢°®, by Lemma 33.(2);

e the definition of (_)® extends to any derivation D<I'+ M : ¢ of LEM in the obvious way,
following the structure of M*®. Figure 3.7 collects the most interesting cases.
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D

1301, .., xn o, F Mo »
r1 4oy, .., o, F M o
@ L]
Nx:oFM:7T d
Ty:dob Mly/z]: 7
@ L]
'EM:r1 w
I'z:loFdiscard,x in M : 7
Dy D, )
Iz :doyzo:do - M o 7T FV:o .

D,z:lok copy’ = as w1,z in M : 7

Figure 3.7:

a D )
- r1 4oy, T Yo, F M o

D
£ T e L e X H,T&“Q.Tin\ﬁ
y:o0®Fy:o .
I y:0°F M*ly/z]:7° “u
@ [ ]
N . 'tM:r
B L ] : L[] : ° L] HH\
r:0°FEzex: 1 I'y:1F-letybelin M®: 7 .
cu

I'*z:0°Flet Ejex be I in M*® : 7°

Dy \° .
AT<”QV Dy
: Iz :doyag: oM : 7
®L
cut

a“Q.TUW\..&”Q.@Q. I',y:0°*®c®t let y be 1,25 in M* : 7°

I'*,z:0°F let Uq..& be z1,22 in M*® : 7°

The translation of the rules p, d, w and c.
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Before stating the simulation theorem we prove a substitution lemma:
Lemma 34. For all terms M, N € A; | typable in LEM, M*[N*®/x] = (M[N/z])*.
Proof. The proof is by structural induction on M. If M is z, then z*[N®/z] = 2[N*/z] = N® =
(x[N/x])®. If M is Ay.P then, by using the induction hypothesis:
(Ay.P)*[N®/a] = (Ay.P*)[N®[x] = Ay.(P°[N*®/z]) = Ay.(P[N/z])®
= (My.(P[N/z]))* = ((Ay.P)[N/x])*.
If M is PQ, then either x € FV(P) or z € FV(Q). We cousider the former case, the latter being
similar. By using the induction hypothesis: (PQ)*[N®/x] = P*[N*/z]Q®* = (P[N/z])*Q* =
(P[N/x]Q)® = (PQ)[N/z]*. If M is discard, P in @, then either x € P or z € Q. We consider
the former case. By using the induction hypothesis:
(discard, P in Q)°[N*®/z] = let E,e P*[N°®/z] be I in Q°
= let Eye (P[N/z])® be I in Q°
= (discard, P[N/z] in Q)°.
If M is copyY P as x1,72 in Q then either € FV(P) or z € FV(Q). We consider the former
case. By using the induction hypothesis:
(copy” P as 21,25 in Q)*[N*/xz] = let DYu P*[N°®/z] be x1,z5 in Q°
= let DYu (P[N/z])® be x1, 22 in Q°
= (copyY P[N/xz] as x1, x> in Q)*.
O

We now show that every reduction on terms typable in LEM can be simulated in the linear
A-calculus by means of the frn-reduction. Since by Theorem 3 every linear A-term has type in
IMLL, and hence in IMLL,, this result can be seen as a simulation property relating LEM and
IMLL,.

Theorem 35 (Simulation for LEM). Let D<«T'F M : ¢ be a derivation in LEM. If My —* M,
then My —p, Ms3:

Proof. By Theorem 32, it suffices to show that M; — My implies M7 %277 Ms3. We proceed
by case analysis and we consider the most interesting cases. Suppose that M; is (Az.P)Q and
My = P[Q/z]. Lemma 34 implies ((A\y.P)Q)* = (A\y.P*)Q® —p P*[Q*/x] = (P[Q/x])®. If M; is
discard, V in N and Ms is N, then V is a value of type o by Lemma 33.(1), hence V* =V is a
value of type o® by Lemma 33.(2). Moreover, E,. is an eraser of ¢® by Definition 30. Therefore:

(discard, V in N)*® £ let E,e V® be I in N® —} N°*

by Theorem 9. If M is copy},// V as x1,22 in N and My is N[V/xq,V/xs], then V is a value
of type o by Lemma 33.(1), hence V* = V is a value of type 0® by Lemma 33.(2). Moreover,

\e

DV isa duplicator of ¢® by Definition 30. Therefore:

o®

(copy(‘;/ V as r1,22 in N)® £ let Dg‘f/). V*® be z1,7z2 in N*®
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—5y Let (V*,V?®) be 21,29 in N° Thm. 10
—p N [V® /21, V® /5]

= (NP [V /a1 ])[V*® /]

= ((N[V/z1])[V/22])* Lem. 34
2 (N[V/a1,V/wa])®.

O

We conclude by estimating the impact of the translation in Definition 30 on the size of terms,
and hence the cost of “unpacking” the constructs discard, and copy!. First, we study the
complexity of erasers E4 and duplicators DY with respect to A~, where ()~ is a forgetful map
(erasing all instances of V in a type) we introduced in Definition 12 (Section 3.2).

Lemma 36 (Size of E4 and DY). For every ground type A:
(1) [Ea| € O(JA7]).
(2) If V is a value of type A, then |DY| € (’)(2"47‘2),

Proof. Point (1) is straightforward by looking at the proof of Theorem 9. Concerning point (2),
from Section 3.2 we know that DY is dec®, o enc? o sub%, where s = O(|A~| - log|A~|). The
components of DY with a size not linear in |[A~| are dec, and enc®. The A-term dec? in
Section 3.2.3 nests occurrences of if-then-else each containing 2° pairs of normal inhabitants
of A, each one of size bounded by |A~|, by Lemma 16. Similarly, enc? alternates instances of
A-terms abs® and app® which, again, nest occurrences of if-then-else each one with 2° instances
of boolean strings of size s. Therefore, the overall complexity of DY is O(s -2°) = 0(2"47'2). O

Theorem 37 (Exponential compression for LEM). Let D<T' F M : o be a derivation in LEM.
Then, |M*| = 0(2‘M‘k), for some k > 1.

Proof. The proof is by structural induction on M. The only interesting case is when M is
copyg P as x1,x2 in @, so that:

(copy! P as x1, 72 in Q)® = let DX.' P*® be x1,x2 in Q°

where ¢°® is a ground type of IMLL; with inhabitant V* = V| by Definition 30. By Lemma 16
it is safe to assume that V is a value with largest size among values of type ¢°®, so that V is

a 7-long normal form. On the one hand, by induction hypothesis, we obtain |P*| = O(Q\Plk/)
and |Q*] = O(2!91"), for some &, k” > 1. On the other hand, by applying both Lemma 36 and
Lemma 16, we have [Dy.| = 0(2‘(".)_‘2) = (9(2(2'“/')2). Therefore, there exists & > 1 such that
|M®| = o(Q(IV\+\P|+\Q\+1)"‘) _ @(2|M|k). .

3.4 The expressiveness of LEM and applications

Theorem 35 says that LEM is not “algorithmically” more expressive than IMLLs. Nonetheless,
terms with type in LEM, and their evaluations, exponentially compress the corresponding linear
A-terms and evaluations in IMLLy (Theorem 37). The goal of this section is to explore the benefits
of this compression.

We first represent boolean circuits as terms of LEM, showing a simulation result (Proposi-
tion 38). The encoding is inspired by Mairson and Terui [65]. Other encodings of the boolean
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circuits have been proposed in Terui [89], Mogbil and Rahli [73] and Aubert [8] in the framework
of the unbounded proof-nets for MLL, an efficient language able to express n-ary tensor products
by single nodes and to characterize parallel computational complexity classes such as NC, AC,
and P/po1y. As opposed to all such previous approaches, our encoding exploits the use of copy
and discard to directly express the fan-out nodes, allowing a more compact and modular rep-
resentation of circuits. In particular, as compared to [89, 73, 8], our encoding is able to get rid
of the garbage that accumulates in the course of the simulation.

Then, we present an encoding in LEM of the natural numbers similar to the standard Church
encoding in Linear Logic, and we show that both the successor and the addition are definable
(Proposition 40), while the “zero-test”, the predecessor and the subtraction don’t seem to be
representable.

3.4.1 Boolean circuits in LEM

We start by briefly recalling the basics of boolean circuits from Vollmer [94].

Definition 31 (Boolean circuits). A boolean circuit C is a finite, directed and acyclic graph
with n input nodes, m output nodes, internal nodes and fan-out nodes as in Figure 3.8(a). The
incoming (resp. outgoing) edges of a node are premises (resp. conclusions). The fan-in of an
internal node is the number of its premises. Labels for the n input nodes of C' are x1,...,x, and
those ones for the m outputs are y1,...,y,,. Each internal node with fan-in n > 0 has an n-ary
boolean function op™ as its label, provided that if n = 0, then op™ is a boolean constant in {0, 1}.
The fan-out nodes have no label. Input and internal nodes are logical nodes and their conclusions
are logical edges. If v and v’ are logical nodes, then v/ is a successor of v if a directed path from
v to ' exists which crosses no logical node. The size |C| of C is the number of nodes. Its depth
0(C) is the length of the longest path from an input node to a output node. A basis B is a set
of boolean functions. A boolean circuit C' is over a basis B if the label of every of its internal
nodes belong to B only. The standard unbounded fan-in basis is B; = {—=, (A™)nen, (V™ )nent-

When representing boolean circuits as terms we label edges by A-variables, we omit their
orientation, we assume that every fan-out always has a logical edge as premise and we draw
non-logical edges, i.e. conclusions of fan-out nodes, as thick lines.

Example 10. A 2-bits full-adder is in Figures 3.8(b). It takes two bits x1, z2 and a carrier ¢;, as
inputs. Its outputs are the sum s = (x1®x2)Dc;y, and the carrier cour = (T1AZ2)V((21BT2)ACin),
where @ is the “exclusive or” that we can obtain by the functionally complete functions in B .

Example 11. The 3-bits majority function majs(z1, 2, z3) is in Figure 3.8(c). It serially com-
poses three occurrences of the boolean circuit that switches two inputs x; and x5 in order to
put the greatest on the topmost output and the smallest on the bottommost one, under the
convention that 0 is smaller than 1:

max{x1,x2}

min{x1,x2}

This kind of circuit is the building block of the Switching Networks [12]. So, the 3-bits majority
circuit first sorts its input bits and then checks if the topmost two, i.e. the majority, are both
set to 1. The lowermost output is garbage.
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(a) From left, input, internal, fan-out, and output nodes.

S
®

(z1 ® m2) B cin

S
Y
i/

"
X a
Cout

/@
O,
(x1 Az2) V (21 ® x2) A Cin)
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(b) The 2-bits full-adder boolean circuit

O

Y2 Y2 22 majs(x1, T2, T3)

€3

: ()
y2

ming{xl, T2, JZ3}
(c) The 3-bits majority boolean circuit

Figure 3.8: Nodes of boolean circuits and some examples.
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- not £ \b. Az \y.byx :B—-B

N0 and’ £ Az \y.(x,y) :B

AL and! £1 :B—-B

/\2 and2 e )\1’1.)\1’2.7T1(.’E11’2 ff) :B-—oB-—-oB

A2 | and"t? & Az .. w1 Ty 2.and? (and™ M py oo 2 ) e B —o 12 o B B
VO or’ £ \z. \y.(y, x) :B

Vi orl 21 :B—-B

V2 or? & Az A\zo.m (21t 12) :B—-o-B—-B

V2 | or™t2 2 Apy L kg1 Zng2.0r (or™ Tl ay L 2pg1) Togo :B—o"t2 B —oB
fo® out? £ \z.discardg = in I IB —o 1

fo' out! £1 1B —-B

fo? out? £ Az.copyl = as x1,x2 in (x, T2) 1B - {B®{B
fo" 2| out™? £ \v.copy¥ = as 71,72 in (out™ !z, x5) B - IB@"t2g !B

Figure 3.9: Encoding of boolean functions and fan-out.

Translating boolean circuits as terms of LEM requires to encode the boolean functions in 5
and the fan-out nodes. Figure 3.9 reports them, where tt and ff encode the boolean values
in (3.2), and 7 is the projection in (3.5). By convention, we shall fix:

12t 0= ff. (3.23)
Moreover, op™ denotes the n-ary boolean function op™, according to Figure 3.9. We shorten
and’, or’, and?, or?, and out? as 1, 0, and, or, and out, respectively. The encoding of the
binary exclusive or @ is xor.

We recall that boolean circuits are a model of parallel computation, while the A-calculus
models sequential computations. Mapping the former into the latter requires some technicalities.
The notion of level allows to topologically sort the structure of the boolean circuits in order to

preserve the node dependencies:

Definition 32 (Level). The level | of a logical node v in a boolean circuit C is:
e ( if v has no successors, and

., v with levels Iy, ..., .

e max{ly,...,lx} + 1 if v has successors v, ..

The level of a logical edge is the level of the logical node it is the conclusion of. The level of a
boolean circuit is the greatest level of its logical nodes.

We define a level-by-level translation of unbounded fan-in boolean circuits over 5; into terms
typable in LEM taking inspiration from Schubert [82]:

Definition 33 (From boolean circuits to terms). Let C' be a boolean circuit with n inputs and
m outputs. We define the term levell, by induction on [ — 1:
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Figure 3.10: From left, an internal node and a fan-out node.

° 1evela1 e (x1,...,2n), where x1,...,2, are the variables labelling the logical edges of
level 0.

o level, & (\zy...TpTpi1 ... Tm.let (outh a1) be yi,. .. ,y,il in ...
let (outh~ x,,) be ¢, ..., Yr in level, ') By ... By, where:
— X1,..yTpy Tyt - - -, Ty are the variables labelling the logical edges of level [;

— for all 1 <Jj<n,x;is the premise of a fan-out node with conclusions labelled with
Yl ,yk (see Figure 3.10);

— for all 1 < ¢ < m, if x; is the variable labeling the conclusion of an internal node
op" with premises labeled by 21, ..., zp, respectively (see Figure 3.10), then B; =
op" z1 ... z,. If x; is the variable labelling the conclusion of an input node then

Last, if the input nodes have conclusions labeled by z1, ..., z,, respectively, and if C' has level [,
then we define A(C') £ \v.let z be 1,...,7, in levell.

Example 12 (2-bits full adder). The level-by-level translation of the boolean circuit C' in Fig-
ure 3.8(b) is the following:

levela S, Cout)

= (s,
leveld £ (As.Acous-levely')(xor 21 ¢/) (or 22 23)
levell = (Mzp.\z3.levell.)(and x} %) (and 21 y")
levelZ £ (Az1.\cin.let (out z;) be zl, 2/ in

let (out ciy) be 3/, y” in levely)(xor o) o) cin
level}, = (A\z1.\zo.let (out 1) be 2}, 7 in

let (out ) be xh, 24 in level?)z; a0
where we set A\(C') £ \z.letx be x1, T2, Gy in level%, that reduces to:

Az.let x be x1, T2, ¢y in (let (out z1) be 27,27 in
let (out w3) be x5, 5 in (let (outciy) be 3/, 3" in

let (out (xor x} 745)) be 27, 25 in (xor 21y, or (and 2 x4 )(and 21 y")) )).
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Example 13 (3-bits majority). The level-by-level translation of the boolean circuit C' in Fig-
ure 3.8(c) is the following:

)

levely' & (m
levell 2 ()\m Ag.levely')(and 21 22)(and yy 775)
levely £ (\z1.\z0.1evell)(or o) y5)(and ) vy )
level? 2 (\yi.\ys.let (outy;) be yi,y; in

let (out y3) be y4,y4 in levell)(or o) zh)(or yh %)
levell, £ (\y2.\z3.1let (out ) be yh,ys in

let(out z3) be 2%, 2% in level?)(and x} ) 3
levell £ (A\xy.\xo.1et (out x;) be 2}, 2 in

let (out ) be xh, 2% in level}) z a9
where we set A\(C) £ \z.let = be 1,2, x3 in level?, that reduces to:

Az.let = be z1, 72,73 in let (out x1) be x},x] in
let (out x3) be 75,24 in (let (out z3) be x4, x4 in
let (out (or x) z5)) be ¥}, y} in (let (out (and x} x})) be y5, 45 in
let (out (orys x3)) be y3,y5 in (and (ory) ys)(and yy' y5), and ys z%) )).
The size of the term coding an internal node depends on its fan-in. Likewise, the size of the
term coding a fan-out node depends on the number of conclusions. The size of the circuit bounds

both values. Moreover, by Theorem 32, reducing a typable term yields a typable term. These
observations imply:

Proposition 38 (Simulation of circuit evaluation). Let C be an unbounded fan-in boolean circuit
over By with n inputs and m outputs. Then:

o A\(C) has type ({IB®.7".®1B) — (B® .™ ® B) in LEM;

o MO =0(C);

o for all (i1,...,in) € {0,1}", the evaluation of C on input (i1,...,in) oulputs the tuple
(i, oyil,) € {0,13™ if and only if X(C) (iy, ..., i,) =% (@), ... i)

It should not be surprising that the translation cannot preserve the depth of a given circuit.
Indeed, LEM has only binary logical operators, and we are forced to use nested instances of the
construct “let” to access each A; in the type A; ®...® A,. We could preserve the depth by ex-
tending LEM with unbounded tensor products as done, for example, in [89] for the multiplicative
fragment of linear logic MLL.

3.4.2 Numerals in LEM

We present in LEM an encoding of natural numbers quite close to the standard Church encoding.

Definition 34 (i—numerals). The -numerals can be defined as the following terms in A, y:

|l>

= Afzr.discard; finz
Té Afz.fz (3.24)
W3 L A farcopyl fas i fuin file (fu)...)

59




where copy} foas fi... f,in M stands for:
copy} foas f1, f5in(copy! fsas fo, f5in ... (copyl f,_1as fu_1, fainM)...).
We define int; £ {1 — 1 as the type of {-numerals.
The following statement holds:
Proposition 39. For alln € N, Figy 72 @ inty.

In order to identify terms that represent the same natural number, we take J-numerals up to
the following equivalences:

f(copyt f'as g, h in M) ~ copy! f'asg,hin f M. (3.25)
copy! fas fi, f2incopy} fias fs, f4in M ~ copy! f as fs, f1 incopy! fi as f4, f2in M. (3.26)
Remark 7. Let us compare int; with the type int of the Church numerals in Linear Logic:
int 2 Va.(!(a — a) —o (a — a)) int, = L(Va.(a — a)) —o Va.(a — a).

In the former the universal quantification is in positive position, while in the latter it occurs
on both sides of the main implication, because the modality | applies only to ground types,
which are closed. We observe that the lack of an external quantifier in int, limits the use of the
l-numerals as iterators.

Recall that, by the Subject reduction property (Theorem 32), typability is preserved under
reduction for terms in A;;. The following definition adapts to LEM the standard notion of
representable function over N for type systems:

Definition 35 (Representable function). We say that a function f : N — N is representable in
LEM if there exists a term F' € A; | with - F': int; — .”. — int; —o int, such that:

Fry...mg =" f(n1,...,ng)
for all ny,...,ng € N.

We now show that the successor and the addition are representable in LEM. By pushing
further the analogy with the Church encoding, we define:

S 2 M\nfa.copyl fas fi, fain fi(nfox) : int, —o inty

A2 Amnfrz.copyl fas fi, foinmfi(nfax) : inty —o inty —o int,.

It is easy to check that:

Vn,m € N sSnm—*n+1 Amn —

We consider some examples here below:

Example 14. We show that S2 —* 3:

522 (Anfz.copy; fas fi, f2in f1(nfz2))(Agy.copy] gas 91,92 ingi(92y))
- )\fif~C°PY{ Jasfi, f2in fl(()‘gyCOP}d gasgi,92ingi(g2y)) faz)
— Afa.copy] fas fi, f2in fi((Ay.copy] f2as g1, 92 ingi(92))x)
— Mfz.copy! fas fi, foin fi(copy} foas g1, g2 ingi(ga )
= Mfx.copy! fas fi, f2in (copyl fras g1, g2 in fi(g1(g22))) £ 3. by (3.25)
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Example 15. We show that A22 —* 4:

A22 £ (Amnfa.copy! fas fi, fo inmfi(nfox))2
— (Anfx.copy! fas fi, foin2fi(nfor)) 2
— Mfz.copy! fas fi, foin2f1(2fox)
= Mfa.copy] [ as fi, fa in2f1((Agy.copy] g as g3, g1 in g3(9ay)) fox)

—* Mfx.copy! fas fi, fin2fi(copy} foas g3, g4 ingz(gsz))
= )\fx.copy{ fas fi, foin
((Agy.copy} gas g1, 92 ing1(g2y)) f1(copy] f2as g3, ga ings(ga )
—* )\fx.copy{ fas f1, foin
(copy} f1as g1, 92 ingi(gz (copy] f2as g3, g4ings(ga x))))
= )\fx.copy{ fas fi, foin
(copy f1as g1, 92 in (copy] f2as gs, g4 in g1(g2(g3(94 ¥)))) by (3.25)
= )\f:r.copy{ fasgi, fiin
(copy} f1as g2, f2in (copy] f2as g3, 94 in g1 (g2(g3(9a 2))))

(1>

1. by (3.26)

To sum up, we have:
Proposition 40. The successor and the addition functions are representable in LEM.

One can hardly prove that the “zero-test”, the predecessor and the subtraction are repre-
sentable in LEM. Consider for example the predecessor for int introduced by Roversi [78]:

P £ \nsz.n S[s] B[z] (Predecessor)
S[M] = A\p.let p be I,7 in (M, Ir) (Step function)
B[N] £ (I,N) (Base function)

Giving a type to P requires to substitute (o — ) ® « for «v in int, as suggested by the application
of n : int to S[s]. The position of the universal quantifiers in int; forbids this operation, as
already discussed in Remark 7. Otherwise, we could iterate functions, contradicting the cubic
bound on the cut-elimination (Theorem 29).

To sum up, we have outlined the computational content of LEM, showing some number-
theoretic functions that can be defined in the system and some others that cannot. However, we
do not know of any characterization of the recursive functions representable in LEM. This is left
to future investigations.
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Chapter 4

Linear Additives and Probabilistic
Polynomial Time

Soft Linear Logic (SLL) is a logic introduced by Lafont [56] to capture the complexity class P.
It is a “light logic”, i.e. a subsystem of Second-Order Linear Logic with weaker modal rules that
limit the use of duplication, inducing a bound on normalization.

The Curry-Howard paradigm, stating a correspondence between formal logics and computa-
tional calculi, allows to see SLL as a type system, essentially by considering formulas as types
and by giving a complete term decoration to logical derivations, as done in [9]. In this setting, a
term is able to represent the whole structure of a derivation, so the bound on proof normalization
can be turned into a bound on term evaluation.

This approach has a remarkable drawback: the presence of modal rules in SLL requires a heavy
term annotation to faithfully encode derivations. A more reasonable strategy can be obtained by
decorating proofs with terms from the standard A-calculus. In this alternative setting, a A-term
does not fully represent a logical derivation, because it misses all the informations about the
applications of modal rules. As a consequence, a bound on term evaluation is no longer inherited
by the structural properties of derivations, and depends entirely on the typing conditions of SLL.

As pointed out by Gaboardi and Ronchi Della Rocca in [38, 40], the mismatch between
A-terms and logical derivations of SLL produced by the second approach prevents a close cor-
respondence between proof normalization and term evaluation, leading to the failure of the
Subject reduction property: in SLL typed terms exist that become untypable during evaluation.
The failure of the Subject reduction has been first remarked by Lincoln [62] in the more gen-
eral framework of Linear Logic, considered as a type assignment for the standard A-calculus.
To circumvent this problem, Gaboardi and Ronchi Della Rocca developed in [38, 40] Soft Type
Assignment (STA), a subsystem of SLL obtained by restricting the set of types to the essential
ones, that forbid modalities in the right-hand side of an implication, like A — !B. STA enjoys
the Subject reduction property and is expressive enough to capture the polynomial time.

In [39], Marion et al. investigate the system STA,, an extension of STA characterizing the
non-deterministic polynomial time. STA4 is obtained from STA by endowing the A-calculus
with a non-deterministic choice operator “4”, and by adding the sum rule, which derives the
judgement I' - M + N from the premises ' - M : A and I' - N : A. In the resulting A-calculus,
a term of the form M + N non-deterministically reduces either to M or to N. The sum rule of
STA, is inspired by the namesake logical rule used by Maurel in [70] for the same purposes but
in the context of LAL (Light Affine Logic), another light logic for the polynomial time (see [6, 7]).

Both in [39] and in [70], the Soundness theorem is achieved by defining a special evaluation
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strategy, as the presence of the sum rule produces normalizations that are exponential in time
and space with respect to the size of the initial terms. For example, if we consider in STA,
the typable term (Afz.f(.7.(fx)))(A\y.zy + zy) v and we S-reduce it according to a innermost
strategy, after n + 2 steps we obtain a term with a number of redexes of the kind M + N which
is exponential in n.

The exponential blow up in normalization is a well-known drawback concerning all inference
rules whose premises I' - A share the same context I' or the same predicate A. The additive rules
in Linear Logic are a typical example. The inference rule &R introducing the additive connective
& in the right-hand side of the turnstile allows to conclude I' - (M, N) : A& B from the premises
I'M:Aand I' - N : B. The presence of &R gives rise to exponential proof normalizations,
exactly as in STA, (see [65]). Nonetheless, Girard has shown that, by considering a special
evaluation strategy called lazy, it is possible to recover a linear time normalization [46, 44].

The additive rules are closely related to non-determinism. Consequently, different non-
deterministic formulations of these rules have been considered. In [67] Matsuoka extended Linear
Logic with a self-dual additive connective whose cut-elimination involves choices. Moreover, the
author has shown that several light logics are able to capture non-deterministic complexity
classes when endowed with this new connective. A different approach is developed by Diaz-
Caro [33]. The author shows that non-determinism arises naturally by replacing the usual con-
struct 7; : A1& Ay —o A;, projecting the i-th component of a pair, with the “ambiguous” construct
ma: A& A — A. Intuitively, the new operator 74 lacks the information about which component
of a pair to project and requires a non-deterministic choice.

Recently, Horne [50] introduced restricted forms of additive connectives able to model prob-
abilistic computation. The key observation that leads to these new connectives is that the
standard additives cannot be faithfully interpreted as probabilistic processes, due to the pres-
ence of projections and injections. For example, if the pair (head, tail) of type A& B represents
the process of “tossing a fair coin”, the projection m1 : A& B —o A (selecting the first component
of (head,tail)) would be forcefully interpreted as the process able to choose on which side to
lay the coin, which is by no means probabilistic. Horne shows that, by ruling out both the
projections and the injections from the standard additives, we obtain special connectives, the
so-called sub-additives, in which a probabilistic interpretation can be recovered.

The results in [50] suggest that variants of the additives can be adopted to express probabilistic
computations, and to capture probabilistic complexity classes in the style of light logics. To the
best of our knowledge, however, this approach has not been pursued further.

The aim of this chapter is to fill this gap by exploiting the techniques of linear erasure and
duplication we have investigated in Chapter 3. We first introduce Linearly Additive Multiplicative
Type Assignment (LAM), a new type assignment system extending IMLLy with weaker formula-
tions of the additive rules, called linear additives. This system enjoys a linear time normalization
and the Subject reduction property. Moreover, as in the case of system LEM developed in the
previous chapter, we define a translation of LAM into IMLL, that shows how linear additives
relate to the mechanisms of linear weakening and contraction of IMLL,.

What LAM witnesses is the role of the linear additive rules as costless formulations of the
standard additives, with potentially fruitful applications to computational complexity. One of
these applications is represented by STAg, a new type system obtained by extending STA with
a probabilistic variant of linear additives that is inspired by Diaz-Caro [33]. Linear additives
provide the key ingredient to capture the probabilistic polynomial time. On the one hand, as
opposed to the standard additives, their introduction does not affect the complexity of normal-
ization. This allows STAg to naturally inherit the polynomial bound established for STA with no
need of specific evaluation strategies to prevent the exponential blow up in computation. This is
a step forward as compared to STA,. On the other hand, linear additives are expressive enough
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to allow the complete encoding of a Probabilistic Turing Machine in STAg.

Outline of the chapter. In this chapter we introduce the systems LAM and STAg, and we
prove that STAg characterizes the probabilistic polynomial time functions. In Section 4.1 we
discuss the exponential blow up in normalization for IMALLy (Section 4.1.1) to motivate the
introduction of the type system LAM (Section 4.1.2). We then explore some basic properties
of LAM showing that this system enjoys the Subject reduction and a linear normalization (Sec-
tion 4.1.3). We conclude the section by defining a translation of LAM into IMLLy (Section 4.1.4).
In Section 4.2 we briefly recall SLL and STA (Section 4.2.1) in order to present the system
STAg (Section 4.2.2), whose terms will be endowed with a probabilistic multi-step reduction.
In Section 4.3 we establish a confluence result for the multi-step reduction (Section 4.3.1) and
a “weighted” version of the Subject reduction property (Section 4.3.2) from which we infer the
Soundness Theorem for STAg (Section 4.3.3). In Section 4.4 we describe the complete and
detailed encoding in STAg of a Probabilistic Turing Machines that works in polynomial time
(Sections 4.4.1 and 4.4.2), and we finally discuss the characterizations in STAg of the probabilis-
tic complexity classes PP and BPP (Sections 4.4.3).

4.1 Linear additives

In this section we present the Linearly Additive Multiplicative Type Assignment (LAM), a new
system extending IMLLy with a weaker formulation of the additive rules of Linear Logic called
linear additives and based, quite like LEM in Chapter 3, on the mechanisms of linear contraction
and weakening of IMLLy. LAM is a type assignment for the term calculus A; o obtained by
endowing A; with type-depended constructs copy and proj that express, respectively, the sharing
of variables in a pair and the projection of its components.

To motivate the introduction of LAM, and the need for a weaker formulation of the additives,
we briefly recall IMALL, (Intuitionistic Second Order Multiplicative Additive Linear Logic) and
we show an example of exponential normalization (Proposition 41).

Then we present LAM. The system enjoys the Subject reduction property (Theorem 46) and
a linear normalization (Corollary 47). To conclude, as done in the previous chapter for LEM,
we define a translation of LAM into IMLLy (Definition 43) and we prove a simulation result
(Theorem 50), that shows how the construct copy exponentially compresses the mechanism of
linear duplication of IMLLy (Theorem 51).

4.1.1 Toward linear additives: IMALL,; and the exponential blow up

Second-Order Intuitionistic Multiplicative Additive Linear Logic (IMALL;) is obtained by ex-
tending IMLL, with the so-called “additive rules” (see Section 2.2.2). We present this system as
a type assignment for the A-calculus A, endowed with explicit pairs and projections.

Definition 36 (The calculus A;).

e Let V be a denumerable set of variables. The set A, of terms is generated by the following

gramimmar:
M=z | Ae.M | MM | (M, M) | m(M) | mo(M) (4.1)

where x € V.

o The set FV (M) of free variables of a term M is standard for variables, abstractions and
applications, and extends to the new clauses as follows:

FV((M,N)) =FV(M) UFV(N)
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FV(m:(M)) = FV(M) ie{1,2}.

The meta-level substitution of N for the free occurrences of = in M, written M[N/x], is
defined as usual. Similarly, the notion of size of a term M, written |M]|, is extended to the
new clauses as follows:

|(M, N)| = [M] + N[ +1
(M) = [M]+1 ie{1,2}.

A context is a term containing a unique hole [-], generated by the following grammar:
C:=[][xxC|CM | MC|(C,M) [(MC)]|m(C)|m(C) (4.2)

where, given a context C and a term M, C[M] denotes the term obtained by subtituting
the unique hole in C with M allowing the possible capture of free variables of M.

o The one-step relation — g, is a binary relation over A;. It is defined by the following rules:

(Az.M)N — g M[N/x]
w1 (My, Ms) —pgr My (4.3)
mo(My, M) =5 Mo

that apply in any context generated by (4.2). Its reflexive and transitive closure is B
As usual, a A-term is in (or is a) normal form whenever no reduction rule applies to it.

We present IMALL, as a type assignment for A; in natural deduction style.
Definition 37 (The system IMALL,).

e Let & be a denumerable set of type variables. The types of IMALLy are generated by the
following grammar:
A= a|A—oA|A&A|Va.A (4.4)

where ao € X'. The standard meta-level substitution of B for every free-variables of a in A
is denoted A(B/a).

e IMALL, is the type assignment system for A, displayed in Figure 4.1. It extends IMLL, in
Figure 3.1(b) with the additive rules &I, &E1 and &E2.

Remark 8. The additives are closely related to non-determinism. Intuitively, the pair (M7, Ma)
introduced by the rule &I represents a sort of “stalemate” in computation: we cannot determine in
advance which branching among M; and Ms will be eventually chosen. The missing information
to break this stalemate is then recovered by the rule &FEi, that introduces the projection ;
selecting the i-th component of a pair and discarding the other. As suggested in [67, 70, 33|, one
can give rise to non-deterministic computation by considering a variant of &Ei with a symmetric
form of projection, let us denote it 7, whose operational behaviour can be established only when
interacting with a pair (M;, Ms), i.e. when w(M7, M>): in this case, either 7 behaves like 7 and
selects the first component of a pair, or it behaves like 75 and selects the second component.
More formally, the reduction rules corresponding to m would be the following ones:

7T(M1,M2) — M1
7T(M1,M2) — MQ

which introduce non-determinism in computation.
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x:AFx:Aax

I''z: A+ M:B I '-M:A—-B AFN:A
TF e M:A B I,A+-MN:B -
'+ M;: A Fl_MQ:AQ&I F'EM: A & A i€{172}&E'
F"(Ml,Mg)IAl&AQ F"TFZ(M)A, !
r-M:A 7¢FV(F)VI I'EM:Va.A vE
'-M:Va.A ' M:A(B/a)

Figure 4.1: The system IMALL;.

Let us observe that the sharing of contexts in &I and the projection in &E, which play a
fundamental role in the non-deterministic interpretation of Remark 8, express forms of contrac-
tion and weakening. Figure 4.2(b) provides an explicit and formal counterpart to this intuition
by showing that the additive rules can be represented in the system IMLLy extended with the
rules contr (contraction) and weak (weakening) of Figure 4.2(a), recalling that ®I and ®FE are
derivable in IMLL, (see Figure 3.2(c) and Definition 3).

The presence of implicit contractions in the additive rules affects the complexity of normal-
ization by causing an exponential blow up, as we are going to show.

Definition 38 (Nesting IMALL; terms). For all n € N we define:

42 A if n =0,
" A, 2 A, 1 & A, 1 otherwise.

For all z € V, for all M € A, and for all n € N, we define:

a2z ifn=0, v | M ifn=0,
addn = . pair, = M .M .
(Ay.add?_,)(xz,z) otherwise. (pair,’ ,pair;" ;) otherwise.
Observe that pair[N/z] = pairy[N/x]. Moreover, notice that pairgfc’w) = pair}_, be-
cause pair? ; has 2"*! occurrences of z, and the term pair{””) = pair?|[(z,z)/z] doubles the

number of occurrences of z in pair?, which is 2".

Proposition 41 (Exponential blow up). The following statements hold in IMALLs:
(1) for all n,k € N both Ar.add} and Az.pair® have type Ay —o Akin;
(2) for alln € N, |add?| = O(n) and |pair®| = O(2");

(8) for alln € N, add? reduces to pair® in n steps.
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Ny:A,z:A-M:B '-M:B
contr — weak

D,x: A- M[z/y,x/z] : B Dx:A-M:B

(a) The rules contraction and weakening

y1: Ay, yn A b My By 21 A, 2yt A B My By
ylZA17...7ynZAn,ZlZAl,...,ZnZAnl_<M1,M2>:B1®Bg

21 Ay, s A B (Ma[z /vy, - X0 fyn), Moz /21, -+« @0/ 20)) : B1 ® Ba

®I

contr

yi i Ai byt A “

'EM:A ® A Vit Aiyyz—i t Az oy 0 Ay
I'Flet M be y;,y3—; iny; : A;

weak
RE

(b) The additives rules are derivable in IMLL, extended with the rules contr and weak.

Figure 4.2: Additives hide contraction and weakening.

Proof. As for point (1), one can easily check that Az.pair? has type Ay — Ajin, for all k € N.
We now prove by induction on n that Az.addf has type Ay — Apyn, forall k e N. If n =0
then addf = z, so that Az.z has type Ay —o Ai. Let us consider the case n > 0. By induction
hypothesis, \y.add’_; has type Ajy1 — Agyn. If = has type Ay then (z,z) has type Agiq
and (\y.add? ,)(z,z) has type Agyn. Therefore, Az.add? = Az.((\y.add? _,)(z,z)) has type

Aj —o Aj1rn. Concerning point (2), it suffices to prove by induction on n that |addZ| = (5-n)+1
and |pairM| = 27IMl 1 S 197 hold. Let us now prove point (3) by induction on n. The

base case is trivial. If n > 0 then add? = (\y.add”_,)(x,z) which reduces in one step to
add? _,[(x,z)/y]. Since by induction hypothesis add? _; reduces in n — 1 steps to pair? ; then
add? _,[(x,z)/z] reduces in n — 1 steps to pair?_,[(x,z)/y], which is pair?. O

In other words, the nested term add} reduces in n steps to pair] whose size is O(2") =
O(2/244n1). Moreover, if M is a term with k redexes, then add®|[M/z] reduces to pair?®[M/z] =
pairM  and the number of redexes turns into O(2*).

From the viewpoint of ICC, Proposition 41 seems to state that all type systems extending
IMALL, are unable to capture complexity classes requiring at most a polynomial amount of time
or space (e.g. PTIME, PSPACE, or NPTIME). This is not entirely true, as one can obtain a
polynomial bound by considering specific reduction strategies. A typical example is lazy reduc-
tion, that evaluates a term of IMALLy both in linear time and in linear space [46], and allows to
characterize PTIME in Light Linear Logic [44], a subsystem of Linear Logic with additive rules.

Lazy reduction “freezes” the evaluation inside a pair (M, N), so a term of IMLLy does not
reduce to a normal form, in general. To recover a normalization result in IMALL; we need the
notion of “lazy type”™
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Definition 39 (Lazy types for IMALLy). We say that A is a lazy type if it contains no negative
occurrence of V and no positive occurrence of &.

All inhabitants M of lazy type A always reach a normal form by lazy reduction, because each
pair (P, P2) in M eventually turns into a redex m;( Py, Py) that “unfreezes” the evaluation of P;.

In the next subsection, we shall consider a radically different approach to circumvent the
exponential blow up in normalization caused by the additives. We introduce LAM, a type system
obtained by extending IMLL, with a weaker formulation of the additive rules, we shall call linear
additives, that exploits the mechanisms of linear weakening and contraction discussed in the
previous chapter.

4.1.2 The system LAM

The types of LAM are built from the linear implication “—o”, the second-order quantification
“Y” and the new additive connective “A”, that applies only to closed types free from negative
occurrences of V. As in the case of LEM in the previous chapter, these latter types will be the
representatives in LAM of the ground types (Definition 10 of Section 3.1.2), and allow hidden
forms of weakening and contraction in the new system.

Definition 40 (Types of LAM). Let X be a denumerable set of type variables. The types of
LAM are generated by the following grammar:

AB:= a|A—B| AAB|Va.A (4.5)

where o € X and, in the clause AA B of (4.5), both A and B must be closed and without negative
occurrences of V. The set of types generated by the grammar (4.5) will be denoted ©,. With
A(B/a) we denote the standard meta-level substitution of B for every occurrence of o in A.
Finally, the size of a type A in ©4, written |A|, is the number of nodes in the syntax tree of A.

We shall define LAM as a type assignment for the term calculus A; o, which is the standard
linear A-calculus endowed with a type-dependent construct pro jf‘l/\Az for projection and a vari-
ant of copy!, from the term calculus A1 (Definition 22), able to express the sharing of variables
in a pair (M, N). These constructs are allowed to erase and duplicate what we call “extended
value”, a slightly more general notion of value (Definition 7).

Definition 41 (The calculi Ay and Aj 4).

e An extended value is any term in A, that is either a closed and normal term of A; or a pair
(M,N), with M and N extended values. Extended values are ranged over by W.

e Let V be a denumerable set of variables. The set A of terms is generated by the following
grammar:

M:= x| Xe.M | MM | (M, M) | copy¥ M as x,y in (M, M) | proj " 42(M) (4.6)

where 2,y € V, i € {1,2}, W is an extended value and A, A;, Ay € ©,. We extend both
FV(M) and |M]| in Definition 36 to the new clauses:

FV(COpsz M as T1,T2 in (Nl, Ng)) FV(M) @] (FV((Nl, NQ)) \ {Zl, CﬂQ})
FV(proj 2 (M)) = FV(M) i€{1,2}

|copyZVM as 1, in (N1, No)| = |W| + |M]| + |(N1, Na)| + 1
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[proj; "2 (M)] = M| + 1 ie{l,2}.

The meta-level substitution of N for the free occurrences of x in M, written M[N/x], is
defined as usual. A context is a term containing a unique hole [-] generated by the following
grammar:

C:=[]|Ae.C|CM | MC|(C,M) | (M,C) | copy? C as x1,zy in (M, My)

CAINAS

copyy M as x1,z2 in (C,N) | copy, M as x1,x2 in (N,C) | proj; ©)

where, given a context C and a term M, C[M] denotes the term obtained by subtituting
the unique hole in C with M allowing the possible capture of free variables of M.

e The one-step reduction relation — is a binary relation over A, defined by the following
rules:

(M. M)N — M[N/z]
projt Mz (W, Wa)) — W)
projjt 2 (W, Wa)) — Wa
copyV' W as 21,25 in (My, My) — (My[W/x1], Ma[W/x2))

(4.8)

and can be applied in any context generated by (4.7), where W, W' Wy, W5 are all extended
values. Its reflexive and transitive closure is denoted —*. A term is in (or is a ) normal
form if no reduction applies to it.

e A term M € A, is linear if:

— each free variable of M has just one free occurrence in it;
— for each subterm Ax.IN of M, x occurs exactly once in N;

— for each subterm (N7, N2) of M not in the scope of a copyy construct, FV(N;) =
FV(N3) = 0;

— for each subterm copyzvl P as x1,29 in (N7, Na) of M, x; occurs in N; exactly once
and FV(N1) = {z1} # {x2} = FV(N3).

The set of all linear terms in A, is denoted Aj .

Remark 9. A term (Ny, N3) € A is typable in IMALL; just when FV(Ny) = FV(N3), i.e. when
its components Ny and Ny share the same variables. This idea is maintained in A; o, where a
pair (N1, N2) can be of two kinds: either N7 and N» are closed terms (representing a trivial form
of sharing) or each N; contains exactly one free variable x;, and in this case (N, Na) is endowed
with a construct copy expressing a linear form of sharing for the variables x; and x5. So, for
example, the term Azy.(z,y) € A, is not a legal term of A; o, while A\z.copy% 2 as z,y in (x,y)
is. The latter can be seen as a linear counterpart of A\z.(z,z) € A,. Extended values are special
terms in Aj A, so that Azy.(z,y) is not among them.

Proposition 42. If M € Aj o and M — N then N € Aj 4.

LAM is a type assignment system for A; » in natural deduction style. Its inference rules make

meaningful both the type and the term annotations in the constructs proj ’14”‘42 and copy? .

Definition 42 (The system LAM). LAM is the type assignment system for A; o displayed in
Figure 4.3, and extends IMLLy (Figure 3.1(b)) with the linear additive rules AI1, AIO, AE1, and
AE2. Tt requires the following condition:
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I'EN:A r1:AF M : By To: AF My : By FW:A

W NIl
'+ copyy N as 1,22 in (M, Ms) : By A Bz

'-M:A fygFV(F)VI I'-M:Va.A E
I'FM:Va.A I'-M:A(B/a)

Figure 4.3: The system LAM.

e the type A in AIl must be closed and free from negative occurrences of V.

The linear additive rules AI1, AIO, AE1, and AE2 recall the additives in IMALL,, and involve
“hidden” applications of contraction and weakening similar to Figure 4.2. The crucial difference
is that linear additives apply to types that are closed and free from negative occurrences of V,
which are considered as the representatives in LAM of ground types (Definition 10). This ensures
that each implicit contraction and weakening produced by the rules AI1, AIO, AE1, and AE2 can
be faithfully mirrored by contractions and weakenings of ground types in IMLLs. In particular,
the rule AI1 has two premises more than &I of IMALL;. On the one hand, the premise with
shape I' = N : A is required to prove the Substitution property (Lemma 45). On the other hand,
the premise with shape F W : A “witnesses” that A is inhabited by at least one (extended) value,
quite like the rule ¢ of LEM. This assures that the hidden contraction of the type A produced by
the sharing of contexts represents a contraction of a ground type in IMLL2, because Theorem 10
states that ground types are duplicable if inhabited.

All these intuitions will be formalized by defining a translation of LAM into IMLLy (Defini-
tion 43) showing how the constructs copy'l and proj iA M2 that copy and discard extended
values in Aj A, relate to duplicators and erasers of ground types (Theorem 50), that copy and
discard values in the standard linear A-calculus.

Finally, let us remark that the rules AIl and AIO represent two special cases of the rule &I of
IMALL,: the former has contexts with a single assumption, while the latter has no assumption at
all (where the notation 1 and 0 in AI1 and AIO is related to the number of assumptions of these
rules). We adopt this presentation as just a matter of convenience: each “shared” assumption
needs an explicit copyl construct at the level of terms, and arbitrarily large contexts would
produce a heavy notation. This has no real impact on the algorithmic expressiveness of the
system, since a general inference rule Aln, with n assumptions on contexts, can be easily derived
in the system. As an example, we show a derivation of the rule AI2 in Figure 4.4(a), recalling
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that ®I and QE are definable in IMLL,, and hence in LAM.
We conclude by stating a property analogous to Lemma 16 for IMLLy and to Lemma 26.(2)
for LEM:

Proposition 43. Let W be and extended value and A be a closed type free from negative occur-
rences of V. If D<= W : A is a deriation of LAM, then |W| < |A|.

Proof. Tt suffices to prove by an easy induction on the structure of terms that, for all normal
terms M € A 5 such that z1 : Aq,..., 2, Ay F M : A, where A (resp. A4,...,A,) is free from
negative (resp. positive) occurrences of V, then |M| < " | |A;| + | Al O

4.1.3 Subject reduction and linear normalization

Subject reduction requires some standard preliminary lemmas. With a little abuse of notation,
in order to make the presentation easier we shall forget the distinction between free and bound
type variables in the statement of the lemma below:

Lemma 44 (Generation). The following statements hold:

(1) If D<T F x: A, then A =Va.(B(D1/b1,...,Dn/Brn)) and D is an instance of ax with
conclusion x : B+ x : B followed by a sequence of V1 and VE, where & = aq, ..., aum, for
some m > 0.

(2) If D<T'F Ax.M : A, then A=Va&.((B — C){D1/B1,...,Dn/Br)) and D is some D' <T', x :
BE M : C followed by — 1 and a sequence of V1 and VE, where & = aq, ..., auy, for some
m > 0.

(3) If DaI'F MN : A, then A =Va.(C{(D1/p1,...,Dn/Brn)) and D is some D'<I" + M : B —o
C and D" «T” + N : B followed by —FE and a sequence of VI and VE, where I' = T, T”
and & = o, . .., 0y, for some m > 0.

(4) If DAT  copyW N as 1,72 in (My, Ms) : B, then B = C1 ACy and the last rule of D is
AIL.

(5) If DT F (My, M) : A, then T =0, A= By A By and the last rule of D is NI0.

(6) If DT F projP"P* (M) : A then A =Va.(B{(D1/B, ..., Dn/Bn)) and D is some D' <T
M : By A By followed by AEi and a sequence of VI and VE, where & = a, . .., a,y,, for some
m > 0.

Proof. Straightforward, because the natural deduction system is essentially syntax directed. [

Lemma 45 (Linear substitution for LAM). Let Dy <,z : AF M : C and Da<A+ N : A. Then
there exists a derivation S(Dy,Ds) such that:

o S(Dy, D) <T, A+ M[N/z]: C,
o |M[N/z]| = |M| + |N| — 1.

Proof. The proof is by induction on D;. If the last rule is az then M = x. We set S(D1,Ds) = Do,
so that |[M[N/z]| = |N|. Suppose D; is of the form:

D'al,z:A-P:B D'4x1:B+FQ1:Cy D"<x9:BFQy:Cy D"a+W:B
Lz:Ab copy}éVP as x1,x2 in (Q1,Q2) : C1 A Cy

A1
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so that C = C; ACq and M = copy%v P as z1,x9 in (Q1,Q2). By induction hypothesis, there
exists S(D', D)<I' b P[N/z] : A such that |P[N/z]| = |P|+|N|—1. We define S(Dy, D3)<I", A +
copyW P[N/z] as 1,22 in (Q1,Q2) : C1 A Cy as the derivation obtained by applying AIl to
S(D',Dy), D", D, D"". Moreover, by using the induction hypothesis, we have:

|M[N/z]| = [W|+ |P[N/z]| + |(Q1,Q2)| + 1
= |W|+ |P|+ |N| + [(Q1,Q2)| = |M| + |N| = 1.
The other cases are similar. O

The Subject reduction property says that typability is preserved under reduction. We actually
prove a stronger formulation of this property for LAM, stating also that the size of typable terms
strictly decreases during reduction.

Theorem 46 (Subject reduction for LAM). If Dy < M; : A and My — My then:
e there exists Dy such that Do <«T'F My : A;
o M| < |Mi].

Proof. The proof proceeds by cases analysis on M; — M. We just consider the most interesting
cases:

e Suppose M; = (Az.P)Q and My = P[Q/z]. By applying Lemma 44.(2) and (3), D must
be as follows:

DI
It :BFP:C D
"FaP:B—oC 0 IMEQ:B
' T+ (A\z.P)Q : C —E
Dy
'k (A\.P)Q: A

where I' = IV, T and + is a sequence of VI and VE. By applying Lemma 45 there exists a
derivation S(D’,D”) such that S(D',D")<«T'F P[Q/x] : C and |P[Q/x]| = |P| + |Q| — 1.
We define D, as the following derivation:
S(D/,D”)
"' 7"+ PlQ/x]: C
Ly
'k PlQ/x]: A
where, |[M[N/z]| = |M|+ |N| -1 < |(Az.M)N]|.
o Suppose M; = copy'l” W as x1,73 in (Q1,Q2) and My = (Q1[W/x1], Q2[W/x3]). Then,
by Lemma 44.(4), A = Cy; A Cy and D is as follows:
D'<«T’FW:B D'<xy:B+FQ:Cy D"<a9:BFQy:Cy D"<«+W':B
T+ copyW' W as 1,29 in (Q1,Q2) : C1 A Ch

AIl
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We apply Lemma 45 twice and we get that there exist two derivations S(D', D)< F
Q1[W/x1] : Cy and S(D', D" )at Q2[W/xs] : Co such that |Q;[W/x;]| = |Q:| + |W|—1 for
i € {1,2}. We define Dy as the following derivation:

S('D/, 'DH) S('D/, D///)
I Ql[W/l'l] : Cl = QQ[W/LUQ] : 02
|— (Ql[W/l‘l],Qg[W/l‘g]) : Cl A Cg

AIO

By Proposition 43 we can safely assume that W’ has largest size among the extended values
with type B. Therefore:

| M| = |Q1[W/21]| 4 |Q2[W/x2]| + 1 =2+ W]+ |Q1]| + Q2] — 1
< W+ W] +(Q1,Q2)| + 1 = |M;].

e Suppose M; = projflABz(Wl,Wg) and My = W,. By applying Lemma 44.(5) and
Lemma 44.(6), I' = ) and D must be as follows:

Dl D?
FWliBl FWQIBQ /\IO
= (Wl,WQ) : By A By
NEq

- proj B B2 (W, Wy) : B;

Dy
- pronB”\BQ(Wl,Wg) |

where + is a sequence of VI and VE. We define D as follows:

Di

Ty

where |W;| < |proj 2 B2 (W, Wh)|.

A straightforward corollary of Theorem 46 is the following:

Corollary 47 (Linear normalization for LAM). Let D<T' F M : A be a lazy derivation. Then
M reduces to a normal form in linear time.

According to Corollary 47, no exponential blow up can be produced during normalization in
LAM, as opposed to what happens in IMALLy (Proposition 41). Nonetheless, all IMALLy terms
of the form Az.add? : Ay —o Ag4yp in Definition 38 are representable by suitable typable terms of
LAM, provided that A is taken closed and free from negative occurrences of V. As an example,
Figure 4.4(b) shows the encoding of A\z.add3 : B — By in LAM, where B is the type of booleans
n (3.2), B2 = B1 &Bl, and B1 =B &B.
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How is this possible? The crucial point is in the way duplication works in LAM. As compared
to IMALLg, in which we can copy inhabitants of any type and with arbitrarily large size, in LAM
duplication is restricted to closed types free from negative occurrences of V, and to extended
values. On the one hand, since duplication applies only to normal forms, redexes cannot be copied
during reduction, thus preventing an exponential time normalization. On the other hand, since
by Proposition 43 these types have only finitely many extended values among their inhabitants,
we can always predict and bound the increase of size produced by duplicating an extended value,
thus preventing a size explosion during normalization.

4.1.4 Translation of LAM into IMLL, and exponential compression

In Section 3.4 a translation of LEM into IMLLs has been defined which shows how the constructs
discard, and copyg relate to the mechanisms of linear erasure and duplication of IMLLy. We
follow essentially the same approach for LAM by mapping the constructs pro jthAz and copy?’
to erasers and duplicators of ground types of IMLL,.

We start with the following preliminary lemma:
Lemma 48. Let W be an extended value and A be a type of LAM:

(1) if M € Ay p is a term typable in LAM:
e cvery subterm of M of the form projflA’%(N) s such that A1, As are closed and free
from negative occurrences of ¥, and P is an inhabitant of Ay N\ Ag;
o cvery subterm of M of the form copy') P as x1,z2 in (Q1,Q2) is such that A is
closed and free form negative occurrences of ¥, and both W, P are inhabitants of A;

(2) if A’ (resp. W') is A (resp. W ) in which every subtype BAC (resp. every subterm (M, N))
occurring in it has been replaced by B ® C' (resp. (M, N)), then W has type A if and only
if W' has type A’

Proof. Straightforward. O
The translation from LAM to IMLLy can be defined as follows:

Definition 43 (From LAM to IMLL3). The map (_)® : LAM — IMLL; translates a derivation
Dl Fiam M : A into a derivation D® «I'® Fypmp, M*® : A®:

o for all types o € O, it is defined as follows:

(1>

(A— B)°
(ANB)* 2
(Va.A)®

1>

@
A* — B*
A*® B*
Va.A®

1>

e for all contexts ' =z : Ay,..., 2, : A, weset T* =3y : A, ...z, 0 A%

o for all typable terms M € A; 4, it is defined as follows:

x.

(Az.N)* £ \z.N°®

[I>

T
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(NP)* £ N*P*

(N1, N)* £ (N7, N3)
)*
)

(projfl/\AQ(N £ let N°® be z1, 75 in (let Eag v2 be I in 21)
(projstM2(N))® £ 1et N*® be 1,z in (let Ese 71 be I in 27)

(copyW N as 21,5 in (Py, P,))®* 2 1et DY. N°® be 21,25 in (P!, Py).

where Theorem 9 and Theorem 10 assure the existence of the erasure E4e and the duplicator
DY." of o* (with the notation as in Remark 4), because by Lemma 48.(1):

— A, Ay, Ay are closed and free from negative occurrences of V, so that A®, A} and A$
are ground types,

— W is an extended value that inhabits A, and hence W* is a value that inhabits A® by
Lemma 48.(2);

e the definition of (_)*® extends to any derivation D<T' + M : A of LAM in the obvious way,
following the structure of M*®. Figure 4.5 collects the most interesting cases.

Before stating the simulation theorem we introduce a substitution lemma:
Lemma 49. For all terms M, N € A typable in LAM, M*[N*®/z] = (M[N/z])*.
Proof. Similar to Lemma 34. O

We now show that every reduction on terms typable in LAM can be simulated in the linear
A-calculus by means of the gn-reduction. Since by Theorem 3 every linear A-term has type in
IMLL, and hence in IMLL,, this result can be seen as a simulation property relating LAM and
IMLL,.

Theorem 50 (Simulation for LAM). Let D<T'F M : A be a derivation in LAM. If My —* M,
then M7 —7, M3 :
M, — M,

+ +

M —}MMQ
Proof. By Theorem 46, it suffices to show that My — My implies M7 —5 M3. We proceed
by case analysis and we consider the most interesting cases. Suppose M; is (Az.P)Q and My =
P[Q/z]. Lemma 49 implies ((Ay.P)Q)* = (A\y.P*)Q* —3 P°*[Q*/z] = (P[Q/z])*. If M, is
proj?lAAQ((Wl,Wg)) and M, is W;, then (W7, W5) is an extended value of type A; A As by
Lemma 48.(1), hence (W7, W3) is a value of type A} ® A3 by Lemma 48.(2). Moreover, E4s . is
an eraser of AS_, by Definition 43. Therefore:
(proj i z(Wy, Wy)))® = let (Wr, Ws) be 1,z in (let Eas  23-; beIin ;)

—pg let EA;:,i Ws_; be I in W;

—5 W
by Theorem 9. If M; is copy'y' W as z1,xy in (Ny, No) and My is (Ny[W/z1], No[W/z3)),
then W is an extended value of type A by Lemma 48.(1), hence W* is a value of type A® by
Lemma 48.(2). Moreover, DEK/ s a duplicator of A® by Definition 43. Therefore:

(copygv, W as 1,72 in (N1, N2))® £ let D((,I:V/). W* be 1,22 in (N7, N3)
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Figure 4.5: The translation of the rules AIO, AEd, and AIl.




—5, let (W, W*) be x1,22 in (N7, N7) Thm. 10
—p (NT[W* /1], N3 [W* /a])
= (Nl [W/l‘l],NQ[W/JJg]).. Lem. 49

O

Theorem 51 (Exponential compression for LAM). Let D<T'F M : A be a derivation in LAM.
Then, |M*®| = (’)(2|M‘k), for some k > 1.

Proof. The proof is similar to the one of Theorem 37. O

4.2 The system STA,

In the previous section we presented LAM as an extension of IMLLs with linear additives, a weaker
version of the usual additives that have no impact on the complexity of normalization. In what
follows we study an application of linear additives to ICC by introducing STAg, a type system
able to capture the probabilistic polynomial time (Theorems 76 and 91).

First, we recall Soft Linear Logic (SLL) [56], formulated as a type assignment for the standard
A-calculus, and we discuss a counterexample to the Subject reduction property for SLL. This
leads us to consider a subsystem of SLL developed by Gaboardi and Ronchi Della Rocca in [40]
and called Soft Type Assignment (STA).

Then, we present STAg as a system combining STA with a non-deterministic variant of linear
additives inspired by Diaz-Caro [33]. STAg is defined as the type assignment for an extension
of Simpson’s linear A-calculus [85] (see Section 2.2.3), whose terms will be endowed with a
probabilistic multi-step reduction relation based on the surface reduction.

4.2.1 Soft Type Assignment

Soft Linear Logic (SLL) is a logical system introduced by Lafont in [56]. It is a subsystem of
Second-Order Linear Logic (LLy) in which the exponential rules p (promotion), d (dereliction), w
(weakening), and ¢ (contraction), displayed in intuitionistic form in Figure 4.6(a), are replaced
by the rules sp (soft promotion) and m (multiplexor) in Figure 4.6(b). Since replacing the
exponential rules with the rules sp, m and dig (digging) yields and equivalent formulation of
Linear Logic, a fundamental aspect of SLL is that dig is forbidden and, as a consequence, that
!1A — !l A is no longer provable. This means that modalities in SLL can be used to keep track
of the number of duplications in a derivation, producing a polynomial bound on the number of
cut-elimination steps.

Following Gaboardi and Ronchi della Rocca [40], we present the intuitionistic version of SLL
as a type assignment system for the standard A-calculus in “quasi” natural deduction, i.e. all
rules but those for “!” are in natural deduction style. We actually consider the (—o,V,!)-fragment
of the system, being enough to capture PTIME. With a little abuse of terminology, we still refer
to the resulting system as SLL.

Definition 44 (The system SLL).

e Let X be a denumerable set of type variables. The types of SLL are generated by the
following grammar:

A= a|A—A|1A|VYa.A (4.9)
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Ar,... lA, FC rA-c rrc [JAAFC
A, A F1c? TIAFC TIAFC " TIAFC ¢

(a) The exponential rules of Intuitionistic Linear Logic.

Ay, . ALEC A " JAFEC (n>0) IAEC
sp m —— dig
1A1,... 1A, FIC A-C AFC
(b) An equivalent formulation of the exponential rules.
Figure 4.6: Linear Logic and exponential rules.
where « € X. If I"is 1 : Ay, ..., x, : A, then IT" will be used on place of z; : Ay, ...,

Ty 1A, With A(B/a) we denote the standard meta-level substitution of B for every free
occurrence of o in A.

e The system SLL, as a type assignment for the standard A-calculus, is depicted in Fig-
ure 4.7(a).

It is well-known from Lincoln [62] that the subject reduction property fails in the type-
assignment system obtained by decorating Intuitionistic Linear Logic with terms of the standard
A-calculus. As remarked in Gaboardi and Ronchi Della Rocca [40], this problem applies to SLL
as well.

Example 16. A possible typing for the term (Ay.yxz)((Az.sz)w) in SLL is given by the derivation
in Figure 4.7(b). After a step of S-reduction, we obtain the term y((Az.sz)w)((Az.sz)w), which
is no longer typable in the system.

Gaboardi and Ronchi della Rocca traced the failure of the subject reduction to the presence
of modalities in the right-hand side of an implication, like in A — !B, that are not introduced by
a sp rule. To overcome this problem, they designed Soft Type Assignment (STA), a subsystem
of SLL obtained by restricting types to the so-called essential ones, forbidding occurrences of the
modality in the undesired positions.

Definition 45 (The system STA).
e Let X be a denumerable set of type variables. The essential types are generated by the

following grammar:
A= alo—oA|VaA (4.10)
c=A|lo (4.11)
where o € X. The grammar in (4.10) generates the linear types, and the grammar in (4.11)
generates the exponential types. Exponential types are ranged over by o, 7. If I' is 21 : Ay,

.oy Ty A, then IT" will be used in place of x1 : 1Ay, ..., =, : 14,. With A(B/a) we
denote the standard meta-level substitution of B for every free occurrence of « in A.
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x:AFx:Aax

z:ocF-M: A I 'tM:0—-A AFN:o
'EXeM:0— A I''AFMN:A
I'EM:o Izy:0,.%,xn:0M:7T (n>0)
———— 3sp m
THM:lo Dox:lok Mx/xy,...,x/x,] i T
I'EM:A{y/a) v ¢ FV(D) T '-M:Vo.A R
'-M:Va.A 'M: A(B/a)

Figure 4.8: The system STA.

e STA is the type assignment system for the standard A-calculus depicted in Figure 4.8.

A fundamental property of the system is that, whenever I' = M : lo is derivable in STA, the
type !o must be introduced by a sp rule. This property is the key step to the subject reduction:

Proposition 52 (Subject reduction for STA [38]). If D<T'F M : 7 and M —g M’ then there
exists D' such that D' «T+ M’ : 7.

Theorem 53 (Polytime soundness and completeness [40]). Every term M typable in STA can
be evaluated to a normal form on a Turing Machine in polynomial time (with respect to |M|).
Moreover, any language recognisable in polynomial time can be represented by a term with type

in STA.

A similar result has been proved in [40] for FPTIME, i.e. the class of functions on strings that
can be computed in polynomial time (see Section 2.3.1).

4.2.2 The system STA,

In what follows we present STAg, a type system that extends STA with a non-deterministic
variant of the linear additives in LAM, and we endow typable terms in the new system with
a probabilistic multi-step reduction relation = based on Simpson’s surface reduction [85] (see
Section 2.2.3).

To begin with, we define the types of STAg. These combine the essential types of STA with
the linear additive connective A.

Definition 46 (Types for STAg). Let X’ be a denumerable set of type variables. The grammar
in (4.12) generates the linear types and the grammar in (4.13) the exponential types:

AB:=a|loc—oA|AANB|Va.A (4.12)
c:=Allo (4.13)
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where o € X and, in the clause A A B of (4.12), both A and B must be closed and free from
modalities and negative occurrences of V. The set of all types generated by the grammar (4.13) is
denoted O . A type is strictly exponential if it is of the form lo. A strictly exponential context
is a context containing only strictly exponential types and, similarly, a linear context contains
only linear types. If I is @1 : Aq,..., 2z, : Ay, then T is zq : 144,..., 2, : !A4,. Finally, A(B/a)
is the standard meta-level substitution of B for every occurrence of o in A.

We shall define STAg as the type assignment system for the term calculus Ai,@ that can be
described as follows:

e it is based on Simpson’s linear \-calculus [85], i.e. it has a linear abstraction \xz.M, a
non-linear abstraction Alxz.M, a l-operator !NV, and it is endowed with a surface reduction
not evaluating inside the scope of “I” (see Section 2.2.3);

e it has explicit dereliction d, as in Ronchi Della Rocca and Roversi [77];

e it has the construct copy} and pairs (M, N) from LAM;

e it has constructs of the form projﬁ/\B and projg/\B , which are type-dependent variants of

the projections proj{”*? and proj3"? of LAM based on Diaz-Caro [33].

The !-operator and the related surface reduction will play a central role in recovering confluence
in a probabilistic setting (Section 4.3.1). The presence of explicit dereliction constructs d is then
required to assure Subject reduction (Theorem 72), as shown in Remark 11.

Intuitively, the construct projé/\B of the latter point selects the component of a pair with type
C € {A, B}. This type-dependency let the non-determinism arise naturally: whenever a term
of the form proj4"((Wy, Ws)) is reached during the surface reduction, the lack of information
about which component of the pair to select forces a non-deterministic choice in order to break
the “stalemate”, as anticipated in Remark 8.

Definition 47 (The calculi A and A;}@).

e An extended value is any term in A, that is either a closed and normal term of A; or a pair
(M, N), with M and N extended values. Extended values are ranged over by W.

e Let V be a denumerable set of variables. The set A!@ of terms is generated by the following

gramimar:
M=z | Ax.M | o.M | MM | M | &(M) | (M, M)

projaB(M) | copyY M as x,y in (M, M).
where z,y € V, C € {A,B}, W is an extended value, and A,B € ©,,. With "M
(resp. d"(M)) we denote L.7.IM (resp. d(.*.d(M)...)). We extend both FV (M) and |M|
in Definition 41 to the new clauses as follows:
FV(Ale. M) =FV(M) \ {z} [Ale. M| = |M|+1
FV(IM)=FV(d(M)) =FV(M) ['M| =1|a(M)| = |M]|+1.

(4.14)

e The meta-level substitution of N for the free occurrences of = in M, written M[N/z], is
defined as usual. We also define a new substitution, called forgetful substitution and written
MA{N/z}, as follows:

M'{N'/z'} if N=IN"and M = M'[d(z)/2'], with = & FV (M),

M{N/x} £ {M[N/x] otherwise.

As usual, M{N/z1,...,N/x,} denotes (M{N/x1}).. ){N/xp}.
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o A surface context is a term in A!69 containing a unique hole [-], generated by the following
grammar:
C:=[]|Ax.C|Nz.C|CM | MC |d(C) | (C,M) | (M,C) | projy"**(C)
copy C as x1,x9 in (My, Ms) | copyy M as 21,29 in (C, N)
copyy M as z1,29 in (N,C).

If C is a surface context and M is a term, then C[M] denotes the term obtained by substi-
tuting the unique hole in C with possible capture of free variables in M.

e The one-step surface reduction relation — between terms in A!EB and pair of terms in A!ea
is defined by the following rules that apply to any surface context:

(Ax.M)N — M[N/x]
(AMz.M)IN — M{IN/x}
proji B (Wi, W) — W, A+#B
proj 5"t (Wi, W) — Wy A#B
proj 4 (Wi, Wy) — Wi, Wy
copyz‘w W as x1, 29 in (My, M) — (M [W/x1], Ma[W/xs)).

(4.15)

where M — N is shorthand for M — N, N. A term is in (or is a) surface normal form if
no reduction applies to it. Surface normal forms are ranged over by S.

e Let M € AL, A variable is surface-linear (also s-linear) in M if x occurs exactly once in
M and, moreover, this free occurrence of x lies neither within the scope of a !-operator nor
within the scope of a d-operator in M. We say that M is surface-linear (also s-linear) if:

— for each subterm A\z.N of M, x is s-linear in N
— for each subterm (Ny, N3) of M mnot in the scope of a copy%y construct, FV(N;) =
FV(Nz) = 0;

— for each subterm copy‘;lV/N as x1,22 in (P, Py) of M, z; is s-linear in P; and
FV(P) = {1} # {z2} = FV(P).

The set of all s-linear terms in A!€B is denoted A;@. The set of all surface normal forms in
A;@ will be denoted SNF.

Note that the extended values are terms in A;,@. The following proposition says that reducing
s-linear terms yields s-linear terms:

Proposition 54. If M € A}, and M — M’ then M’ € A} .

Remark 10. Because of the presence of an explicit dereliction d, to define the surface reduction
step for the redex (Alz.M)!N in (4.15) we introduced a further meta-level substitution, M{N/z},
that we called “forgetful” in Definition 47. As compared to the corresponding surface reduction
step (Mle.M)IN — M[N/z] in Simpson’s linear A-calculus [85] (see Section 2.2.3), the rule
(AMlz.M)IN — M{!N/z} involves a more general mechanism that consumes several occurrences
of both the operators ! and d at a time. As an example, the following;:

def

(Mz.zd%(z) d(2))(y) — (2d*(z) a*(2)){(Py)/=} (ng(l‘) d*(z) = (de(w’)d(I’))[d(w)/x'])

84



M — M, M. M, =9 My = 9
SGSNF 1 2 1 1 2 282

_ 1 1
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Figure 4.9: Multi-step reduction = for A%

= (@) A@N{)/2'} (26 ae) Y (zd@) ")) /")
= (za(e") ") {y/a"}
= 2d(y) y-

shows an application of this rule to the term (\z.z d®(z) d(z))("%y).

Informally, M — M, M> means that M can be evaluated in one step to both M; and M
with equal probability % We now endow A!@ with a probabilistic multi-step reduction relation
giving a formal counterpart to this intuition. This relation cannot be defined by simply taking
the reflexive and transitive closure of —, since a term can reduce in a given number of steps
to several terms with distinct probabilities. The solution is to define a relation between a term
M and a distribution 2 of surface normal forms, the latter representing the set of all possible
outcomes of the evaluation of M, weighted with the probability of obtaining them.

Definition 48 (Multi-step reduction =).
o A surface distribution is a probability distribution over SNF, i.e. a function & : SNF —

[0, 1] such that:
> 2(8) =1
SESNF

e The multi-step reduction = is the relation between terms of A!EB and surface distributions,
defined by the rules in Figure 4.9.

e We inductively define the size |7| of a derivation 7 : M = 2 as follows:

— if the last rule of 7 is s1 then |7| = 0;

— otherwise, if the last rule of 7 is s2:

M—>M1,M2 7T1:M1=>.@1 7T22M2=>@2
M:>%'91+%'@2

s2

then |7| £ max(|m|, |ma|) + 1.

In Section 2.5.2 we introduced the basic definitions and conventions related to probability
distributions and relations. So, for example, given {Si,...,S,} C SNF and ry,...,7r, € [0,1]
such that Z?Zl r; = 1, the expression r - S1 + ...+ ry, - S, means a distribution Z such that
2(S;) = 1, for all i < n. Then, S can denote both a surface normal form and a surface
distribution having all its mass in S. Moreover, given two surface distributions %, and %, with
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- D1+ % - Do we denote the surface distribution defined, for all S € SNF, by (12, +1-%,)(S) =
- P1(S) + 5 - Z2(S). Finally, derivations of M = 2 are ranged over , p.

In the following we show a derivation of a multi-step reduction. Other derivations can be
found in Example 18.

D0

Example 17. Consider the term (T @ F)TF, where T £ \azy.z, F 2 \zy.y and TG F £

proj4 (T, F), for some type A. This term reduces to the surface normal forms T and F.

Indeed, (T @ F)TF — TTF,FTF, with TTF —» (A\y.T)F — T and FTF — (\y.y)F —
F, where we recall that M — N stands for M — N, N. The related multi-step reduction
(T&F)TF = 5T+ 3 - F is the following:

(MWTIF 5T ToT°
TTF — (\y.T)F Oy T)F =T 52 :
(T © F)TF — TTF, FTF TTF = T 52 FTF = F
(TOF)TF= - T+ 3 -F

s2

We can now define the system STAg as follows:

Definition 49 (The system STAg). STAg is the type assignment system (in natural deduction
style) for the term calculus A;’@ displayed in Figure 4.10, where the notation A\(!)z.M stands for
Aax.M if o is strictly exponential, and Axz.M otherwise. The system requires two conditions:

e the type A in AIl must be closed and free from modalities and negative occurrences of V;
e (Context condition: modalities cannot occur in the contexts of the rules AIl and AE.
Let us remark that both conditions we imposed in STAg imply that:

Fact 55. Every type appearing in the rules AIO, AIl and ANE is free from modalities.

The above fact enables us to distinguish two “layers” in a term typable in STAg: a low-
level layer concerning the linear additives, where restricted forms of duplication and erasure for
finite data types are permitted, and a top-level layer concerning the exponential rules, where
duplication and erasure can be performed unconditionally.

Remark 11. The introduction of a !-operator requires the use of explicit dereliction in the term
calculus to assure Subject reduction (Theorem 72). Indeed, by ruling out all instances of d in
the inference rules of STAg one can construct the following derivation:

axr ax

n Ay A Y2t Ayt A SR
yi: Ayt A () AR A
y:l1AF(y,y) : AR A
z:AFxz: A axs z:AF(z,2) : A® A
z:NAENz:NA P FAz(z,2):1A—o AR A
x:AE Mz iz, 2))llz: A® A

—ol

—o

If we apply to (Alz.(z, z))!lz the surface reduction step (Alx.M)IN — M[N/z] in Simpson’s
linear A-calculus (see Section 2.2.3), we would obtain x : A F (lz,lz) : A® A. However, one can
easily check that this judgement cannot be derived in the system.

We conclude with the following property analogous to Proposition 43:
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x:AFx:Aax

'x:ocF-M:B I I'-M:0-—oB AFN:o
'Ex(a.M:0—B IAFMN:B
FM: B F M, : By '-M:AANB CE{A,B}
AIO B
F (My,Ms) : By A By I'Fprojg">(M): C

'-N: A CEliAl_MlIBl ZQIA"MQIBQ FW:A

W A1
'+ COpYy 4 N as T1,T2 in (Ml,Mg) : B]_ /\BQ
T1:01,...,&p 0 EM:T
sp
y1 o1,y yn o FIM[A(y1) /21, - oy d(yn) /an] 2 1T
Tey:o,...;2p:0M: T (n>0)
T,z:lok M[d(z)/x1,...,d(x)/x,] : T "
T M:Aly/a) v € FV(I) oI '-M:Va.A E
I'-M:Va.A 't M:A(B/a)

Figure 4.10: The system STAg.

Proposition 56. Let W be an extended value and let A be a closed type free from modalities
and negative occurrences of V. If Dat W : A in STAg, then |W| < |A].

Proof. Tt suffices to prove by an easy induction on the structure of terms that, for all normal
terms M € A}7@ such that x; : Ay,...,2, : Ay b M : A, and A (resp. 4y,...,A,) free from !

and from negative occurrences (resp. positive occurrences) of V, then [M| < Y0 | |A;| +|A]. O

4.3 Polytime soundness

In this section we prove that STAg is sound with respect to the polytime Probabilistic Turing
Machines. We essentially adapt to the probabilistic setting the proof techniques developed for
STA in [40], which are well-known since [56].

First, following essentially the same approach of Dal Lago and Toldin in [28], we prove the
confluence of =, i.e. the uniqueness of distributions, for terms in Aé@ (Theorem 64).

Then, we define a notion of “weight” for derivations, and prove a stronger formulation of the
Subject reduction property (Theorem 72), stating that the surface reduction preserves the type
and shrinks the weight of derivations.

This result allows us to polynomially bound the number of the surface reduction steps from a
typable term to surface normal forms (Lemma 75), and hence to prove the Polytime Soundness
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Theorem (Theorem 76).

4.3.1 Confluence

Probabilistic calculi are not confluent, because a term may reduce to several terms in a single
step. A confluence property can be somehow recovered by looking at the distributions of possible
observables, in our case the surface normal forms, and by proving that a unique distribution can
be associated with each term. However, this is not enough in general, as the example below
shows.

Example 18. Consider the following term in the calculus A!@:

coin = (Az.(z,r)) ran (4.16)
ran £ projp/B(tt, £f) (4.17)

where B, tt, and £f are as in (3.2), and (M, N) is as in Definition 3. Clearly, coin ¢ A;’@
because \x.(x,x) is not s-linear. There are two different surface reductions for this term: we
can first reduce ran and then apply Az.(z,z) to the result in order to obtain either (tt,tt)
r (ff,£f), or we can first apply A\z.(z,z) to ran and then reduce each separate copy of ran,
obtaining one among (tt,tt), (tt,ff), (ff,tt), and (ff, ff). Formally, we have:

—~

coin = — - (tt,tt) + = - (ff, ff)

coin = — - (tt,tt) +

= =N =
=N =

1 1
<(tt, £f) + i (ff,tt) + 1 (££, ££)

whose derivations are in Figure 4.11(a).

The example above shows that there is no chance of associating a unique distribution to terms
in A!@. But what about its subset Ai,@‘? We start by considering a s-linear variant of coin in
the following example.

Example 19. The term coin; £ (Alz.(z,z))!ran is s-linear, hence coin, € A} .- Moreover, it
is typable in STAg, as shown in Figure 4.11(b). We observe that ran is in the scope of “!”, where
surface reduction is forbidden. This means that we are forced to apply Alz.(z,z) to ran before
evaluating the latter, thus obtaining % - (tt,tt) + ;- (tt,ff) + I - (f£,tt) + § - (£, ff) as the
unique distribution.

Example 19 suggests that s-linearity can be a sufficient condition on A' to ensure the con-
fluence of =, i.e. that for every term M € Az o there is at most one dlstrlbutlon 2 such that
M = 2. We will show that this is the case by adapting the techniques in Dal Lago and
Toldin [28].

The first step toward confluence is to show that — enjoys a strong confluence property on
AE@:

Lemma 57. Let M,N € Aé7@
(1) If M — M',M" then M{N/x} — M'{N/x}, M"{N/x}
(2) If N — N',N" and z is linear in M then M[N/x] — M[N'/xz], M[N" /z].

Proof. Easy induction on the structure of M. O
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Lemma 58. Let M € A;,GB' If M — M and M — M", with M’ and M" distinct, then there
exists a term N such that M’ — N and M" — N.

Proof. By induction on the structure of M. We just consider the most interesting cases. If
M = (Az.P)Q — P[Q/x] = M, then either M" = (Az.P")Q with P — P’ or M" = (A\z.P)Q’
with Q — @Q’. Since M is s-linear, x is s-linear in P and hence z does not lie within the
scope of a d-operator. This means that P[Q/z] = P{Q/x} by definition. In the first case, we
have M’ — P’[Q/z] by Lemma 57.(1) and also M” — P’[Q/x]. In the second case, we have
M’ — P[Q'/z] by Lemma 57.(2), and also M" — P[Q’/z]. Similarly, if M = (Mz.P)!Q —
P{!Q/x} = M’ then the only case is M"” = (Az.P")!Q where P — P’, since reduction is
forbidden in Q. By Lemma 57.(1), M’ — P'{!Q/z}, and also M" — P'{lQ/x}. Last, we
consider the case where M = copy"y' W as 1, x5 in (N1, Ny), M' = (N1 [W/z1], No[W/z3]),
and M" = copyfgvl W as x1,25 in (N7, N3). Since M is s-linear, x; is s-linear in N7 and hence z
does not lie within the scope of a d-operator. This means that N1[W/x] = N1{W/x} by definition.
Then M' — (N{[W/x1], N2a[W/x2]) by Lemma 57.(1) and also M"” — (N7[W/x1], No[W/xz2]). O

Lemma 59. Let M € Ai,@' If M — M{, M} and M — M", with M{ and M} distinct, then
there exist terms N1 and N such that M] — N1, M) — Ny and M" — Ny, Ns.

Proof. The proof is by induction on the structure of M. The only possible situation is when both
the surface reductions M — M7, M5 and M — M" are applied in surface contexts C # [-], and
we proceed by case analysis. We just consider a possible case. Suppose M = PQ — P/Q, P;Q,
where P{Q = M{ and PyQ = M. Then either M"” = P"Q, where P — P", or M" = PQ",
where @ — @Q”. In the first case we apply the induction hypothesis on P — P;, P and P — P”
and we get that there exist Ry and Rp such that P{ — Ry, Pj — Ry and P” — Ry, Rs, so that
P/Q — R1Q, PiQ — ReQ and P"Q — R1Q, R2Q. In the second case, we have P{Q — P;Q",
P)Q — P,Q" and PQ" — P{Q", P,Q". O

Lemma 60. Let M € Al.. If M — M, M} and M — M/, MY, with M, M}, MY, MY al
distinct, then there exist N1, Na, N3, Ny such that M{ — Ny, Na, M5 — N3, Ny and 3i € {1,2}
such that M — Ny, N3 and MY _, — Na, Ny.

Proof. The proof is by induction on the structure of M. The only possible situation is when
both the surface reductions M — M, M) and M — M, M} are applied in surface contexts
C # [], and we proceed by case analysis. We just consider a possible case. Suppose M =
PQ — P/Q, PiQ, where M| = P{Q and M} = Pj@Q. Then either M{ = P{'Q, M} = PJQ or
M = PQY, MY = PQY. In the first case we apply the induction hypothesis on P — P/, P}
and P — P/, Pj and we have that there exist Ry, Ra, R3, R4 such that P{ — Ry, Rs, P —
Rs, Ry and Ji such that P/’ — Ry, Rs and Pj§ , — Rs, R4. Then, we have P{Q — R:1Q, R2Q,
PjQQ = R3Q,R4Q, P/'QQ — R1Q, R3Q, and P} ,Q — R2Q,R,Q. In the second case we have
PIQ — PLQY, PIQY, PQ — P4QY, PLQY, PQY — PlQY, PLQY, and PQY — P{QY, PYQ4. O

It is not trivial to prove the confluence of =. Following Dal Lago and Toldin [28]|, we
first define a “laxer” probabilistic multi-step reduction relation = (Definition 50), i.e. such that
= C =, and then we prove two technical results on this relation (Lemma 62 and Lemma 63),
from which we get the confluence of =.

Definition 50 (Multi-step reduction =).

o A term distribution is a probability distribution over A!@, i.e. a function Z : AéB — [0,1]
such that:



M—M,My M=%  Mz=>2
MEA'GB 1 2 1 1 2 2t2

ey 1 1
M= M M32 .@1+2 Dy

. . . 1
Figure 4.12: Multi-step reduction = for Ag.

e The multi-step reduction = is the relation between terms of A!ea and term distributions,
defined by the rules in Figure 4.12.

e We inductively define the size |7| of a derivation 7 : M = 2 as follows:
— if the last rule of 7 is ¢1 then |7| £ 0;
— otherwise, if the last rule of 7 is t2:

M — My, M, My = D ot My = Dy

n n t2
Mﬁi'glJri'@g

then || £ max(|my], |m2|) + 1.

Henceforth, with a little abuse of notation, we shall write |M = 2| in place of |r|, whenever
T M= 9.

As in the case of =, we apply the basic definitions and conventions related to probability
distributions and relations of Section 2.5.2.

Notice that the only difference between the relations = and = is that sl applies to surface
normal forms only, while ¢1 applies to all terms. The following states that = C =

Lemma 61. Ifm: M = 2 then there exists a derivation n’ such that ' : M = 2 and |n| = |7’|.
The confluence of “=" requires two technical lemmas, following [28]:

Lemma 62. Let M € A;’@. Let M = 2 be such that 9 = p1-N1+...4+p,-N,, and let N; = &;
for alli <n. Then:

(1) M= pi- &
(2) 1M = S0 pi - &| < [M 2 9]+ maxi, [N, = &|.

Proof. By induction on the structure of the derivation of M = 2. If the last rule is ¢1 then
2 = M and there is nothing to prove. If the last rule is t2 then M = Z as follows:

M — My, M> M, = D My = D
M=L - D9+35-D

2

We have two cases depending on the first premise. If M; = My then by induction hypothesis on
M, = 9 there exists My = Y. | p; - &. By applying the rule {2 we get M = >0 p; - &.
Otherwise, M1 # Ms. W.l.o.g. let us assume that 27 = 2p;-N1+...4+2po—1-No—1+po-No+...+
Pm N and Zo = po-No+. ..+ P N +2Pm+1 - Nmt1+- - +2p, - Ny, where 1 < o <m < n. By
applying the induction hypothesis on M; = %; and Ms = %2, we have that there exist M; = 9
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and My = ,, where & = Z:ll 2pi- ity e i and Py = 3" pi-Ei+Y 0 L 2pi-&;. By
applying rule t2 we have M = Y7 | p;-&;. Concerning the bound on the derivation, the induction
hypothesis on M; = 2, and My = 95 gives |[M; = P1| < | My = 21| + max™, |N; = &;| and
| My = P5| < |My = Z1| + max] |N; = &;|. Then, we have:

M = széﬂ
i=1
=max(|M1 = P21, Mz = Ps|) +1

< max((|My = 2]+ miax|N; = &), (M2 = 2| + max|N; = &) +1
< max(|My = %1, |Ma = Za) + max((max |N; = &), (max |N; = &1))) +1
< |M3@|+mq_1alx\N13<5’i|

This concludes the proof. O

Lemma 63. Let M € A}@. IfM = 2 and M = &, where 9 =p1 - P+ ...+ py - P, and
E=q - Q1+ ...+ qm - Qm, then there exist L1, ... %L, and F; ... Fpy, such that:

o P,= 27 and Q; = F;, foralli <n, j <m;
e max] , |P; = | < [M = &| and max]L, |Q; = F;| < |M = 9|;

o Y Lpi L= 4 F

Proof. By induction on |[M = 2|+ |M = &|. If both M = 2 and M = & end with t1 then
there is nothing to prove. If only one of the derivations end with ¢1 then we are in the following
case:

M — My, M, 1M13?1 My = P P mtl
M=35-91+5 %
and the result follows. Otherwise, both derivations M = 2 and M = & end with the rule t2
M—=M,My M=% M= D 0 M — Ni;,Ny N =& Na=&
M=% -D+435-D M=3§-&+35-&

2

Clearly, if My, M; is equal to Ny, No (modulo sort) then we apply the induction hypothesis and
we are done. So let us suppose that M7, My and Ny, No are different. We have four cases:

o If My = M> and N; = N, then by Lemma 58 there exists L such that M; — L and
N; — L. By using the rule t1 we get L = L. By induction hypothesis on M; = %
and L = L there exist .£1,...,.%, and 2 such that, for all i < n, P, = %, L = X,
max? (|, = %) <M =L, |L=X|<|M= %|,and >\ p;- £ = . Similarly,
we have that there exists Z1,..., %, such that, for all i < m, Q; = %;, L = A,
max” (|Q; = F|) < IM = L|, |[L = #| <M= &|,and >." ¢ - Fi = H. We
obtain |[L = H|+|L=> | <|M=> 2|+ |M=¢&|. Let # =r1-Ri+...+7 Ry
and € = s1-S1 + ...+ sk - Sp. We apply the induction hypothesis and we obtain that
there exist #1,...,%n,7,...,% such that R; = %; and S; = % for all ¢ < h and
j < k. Moreover, max? ;(|R; = %;|) < |L = |, max}_,(|S; = |) < |L = |, and
2?21 ri - Ry = Zf:l sj - ;. Notice that the cardinality of 2 and ¢ may differ but for
sure they have the same terms with non zero probability. Similar, & and .7 have the same
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terms with non zero probability. By using Lemma 62 and using the transitive property
of equality we obtain that >i", p; - Zi = Y/ ri - % = 35,85+ S5 = 2,45
Moreover, we have

max(|P; = %) < |[L= | < |M = &
wix(|Q; = 7)) < |L= A<M = 9.

If My # My and Ny = Ny then by Lemma 59 there exists L1, Lo such that M; — L,
My — Ly and Ny — Lq,Ls. W.lo.g. we can assume that 27, = 2p; - Py + ...+ 2p,_1
Poi+po-Pot...+p-Prand Do =p,-Po+...+p0n P+ 2pts1 - Piy1+ ...+ 20, - Py
where 1 < 0 <t < n.By using the induction rule, we associate with every L; a distribution
P; such that L1 = ) and Ly = Py, Let Py =r1 - Ry + ...+ 14 Ry and Py =
s$1+81 4+ ...+ s, Sg. So, we have, for all i, M; = %; and M; = %;, N7 = & and
N, = % - P+ % - P5. By applying the induction hypothesis on all the three cases we have
that there exist A,...,. %, %1,..., P, X, 7, X, such that P, = A,...,P, = %,
=%, ..., Pn=>F, L1=> K, Ly= I, L1 =X, and Ly = .. Moreover:

1. maxi<i<t(|P = %)) < |My = 2, |[L1 = #| < |My = P, and Y07 2p; - L +
Nisobi L= K

2. maxo<i<n(|P1 = Z|) < | My = P, |Ly = | < |My = P, and Zzzopi‘vgi +
Z?:t—i—l 2pi- L= H.

3. maxL(|Q; = ) < N1 = 5 Pit 5P|, max(|Ly = Z],|L2 = 7|) < [N = &),
and E;n:lq]g}:%%ﬁ—%y

Notice that |L1 = Z|+ |L1 = #| < |M = 2|+ |M = &|. Moreover, notice also that the
following inequality holds: |Ly = |+ |Le = | < |M = 2|+ |M = &|. We are allowed
to apply, again, induction hypothesis and have a confluent distribution for both cases.
Lemma 62 then allows us to connect the first two main derivations and by transitivive
property of equality we have the thesis.

The case M7 = Ms and Ny # N, and the case My # My and N; # Ny are similar by
using, respectively, Lemma 59 and Lemma 60. O

Theorem 64 (Confluence for =). Let M € Ai,@' IfM =2 and M = & then 9 = &.
Proof. Since = C =, we have M = 2 and M = &. By Lemma 63, 2 = &. O

4.3.2 Weighted subject reduction

In the previous subsection we have shown that for each term M € A;)@ there exists at most one
surface distribution & such that M = & (Theorem 64), so the relation = is always well-defined
in Ai@. However, not all terms of A},GB can be put in relation with a surface distribution, as the
following example shows.

Example 20. Consider the terms A; £ Mx.d(x)!d(z) and €, £ A|(!A)) in Aéﬁ. By applying
a surface reduction step to €2 we have:

Q - (d(2)ld(z){!A 2}
= ((y'yla(z)/yh{!A1/z} =

hence €2, reduces to itself.
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We now show that, as long as we restrict to terms M typable in STAg, there always exists at
least one surface distribution & such that M = 2 (Theorem 72): we first associate with each
term of A}@ a “weight”, and then we prove that reducing a typable term yields a typable term
with strictly smaller weight. Actually, this result is nothing more than a stronger version of the
Subject reduction property.

To begin with, we introduce some basic definitions from [56, 40|, together with the new notion
of “co-rank”. The latter plays a role in the definition of weight, and is due to the presence of
explicit constructs ! and d, which affect the size of a term.

Definition 51 (Rank, co-rank, weight, depth).

e The rank of a rule m of the form:

Tey:o,...;zp:0bM:T (n>0)
z:lobk Mld(x)/z1,...,d(x)/x,] : T

is the number k < n of variables x; such that x; € FV(M). If D is a derivation, the rank
of D, written rk(D), is max(1, k), where k is the maximum rank among the applications of
the rule m in D.

e The co-rank of a rule sp of the form:

T1:01,...,&p 0 EM:T
Y1101,y yn o EIM[A(y1) /21,0 d(Yn) JYn] T

sp

is the number k < n of variables x; such that z; € FV(M).

e Let n > 1. The weight of a derivation D with respect to n, written w(D,n), is defined by
induction on the structure of D as follows:
— if the last rule is az then w(D,n) = 1;

— if the last rule is —R or AE with premise a derivation D’ then w(D,n) = w(D’,n)+1;

— if the last rule is —E or AI0 with premises D’ and D" then w(D,n) = w(D’,n) +
w(D",n)+1;

— if the last rule is AIl with premises, respectively, D, Do, D3, Dy, then w(D,n) =
w(D1,n) +w(Da,n) + w(Ds,n) + w(Dyg,n) + 2;
— if the last rule is VI, or VE with premise D’ then w(D,n) = w(D’, n);

— if the last rule is sp with premise D’ and co-rank k then w(D,n) = n-(w(D',n)+k)+1;
— if the last rule is m with premise D’ and rank k then w(D,n) = w(D’,n) + k.

e The depth of a derivation D, denoted d(D), is the maximal number of nesting of applications
of the sp rule in D, i.e. the maximal number of applications of the sp rule in a path
connecting the conclusion and one axiom in D.

Following [40], we state and prove the basic properties relating rank, size and weight.
Lemma 65. Letn > 1, and let D4l Fsta, M : 0. Then:
(1) 1K(D) < |M];
(2) w(D,n) <n'® -w(D,1);
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(8) w(D,1) = |M|. If, moreover, D is free from applications of sp and m, then w(D,n) = |M]|.

Proof. By induction on the structure of D. Point (1) and point (3) are straightforward. Con-
cerning point (2), we consider the most interesting case in which D has been obtained from a
derivation D’ by applying the rule sp with co-rank k. By using the induction hypothesis, we

have:
w(D, ) n- (w(D ) +k)+1

n- (nd®) . w(D 1) +k)+1
( d(D") ('D/ 1) +nd(D’) . k?) +nd(D')+1
< nd(D L (w(D 1) + k+1) =ndP) . w(D,1).
O

The Subject reduction property requires some technical, standard results. First, we notice
that substituting some applications of the rule ax with others applications of the same rule does
not affect the weight of the derivation:

Lemma 66. For every type A, if D<T' = M : 7 then there exits D' such that D' <T'[A/a]F M
T[A/a] and w(D,n) = w(D’,n).

In analogy with [40], so relying on the structure of the essential types, by inspecting the rules
of STAg it holds:

Lemma 67.

(1) If DaT' b M : lo then D has been obtained from a derivation D' by applying the rule sp,
followed by some applications of the rule m. Hence, T is a strictly exponential context and
M =M’ for some M'.

(2) If D<T,x : lo = M : 7. Then, either x : lo has been introduced by a sp rule or by a m rule.
Lemma 68 (Generation).

(1) If DaT' - x : 0 then 0 = Va.(B(D1/b1,...,Dn/Bn)) and D is an instance of ax with
conclusion x : B+ x : B followed by a sequence of V1 and VE, where & = ay, ..., ax, for
some k > 0.

(2) If DaT' = XA()a.M : o then o = Va&.((1 — A)(D1/B1,...,Dn/Bn)) and D is some D'<T', z :
TE M : A followed by — I and a sequence of VI, VE, and m where & = aq,...,ax, for
some k > 0.

(3) If DaT' + MN : o then 0 = Ya.(A(D1/B1,...,Dyn/Bn)) and D is some D' <I" F M’ :
7 — A and D" aT" = N’ : 7 followed by — E and a sequence of VI, VE, and m, where
a=aq,...,a and k > 0.

(4) If DaT + copyW N as 1,72 in (My, Ms) : o, then 0 = By A By and D is A1 followed by
a sequence of applications of the rule m.

(5) If D<«T F (My,Ms) : 0 then 0 = By A By and D is D'<t+ Mj : By and D"<+ M) : Bs
followed by NIO and a sequence of m with rank 0 introducing the context T'.

(6) If DaT - projp (M) : o then 0 = V&.(Bi(D1/B1,...,Dn/Bn)), and D is D' aI" -
M': B1 A By followed by AE and a sequence of V1, VE, and m, where & = aq, ..., ax, for
some k > 0.
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(7) If DaT FIM : o then o = o/, T is an strictly exponential context, and D is sp, followed
by some applications of the rule m.

Proof. Points (1)-(6) are an easy generalization of Lemma 44. Point (7) is straightforward. [

Following Gaboardi and Ronchi [40], we prove a “weighted” formulation of the substitution
property. Since we work with two kinds of types, namely the linear and the strictly exponential
ones, we split the task. First we consider a substitution theorem for to linear types, i.e. those
with form A. Then we generalize the statement to arbitrary types, i.e. those with form o.

Lemma 69. If D<l',x: AF M : 7 then x is s-linear in M.
Proof. Straightforward. O

Lemma 70 (Weighted linear substitution). Letn > 1. If Dy <T,x: A- M : 7 and Do <A F
N : A, then there exists a derivation S(Dy1,D2) such that:

e S(Dy,Dy) T, A+ M[N/z] : 7,
L] W(S(Dl,pg),n) < W(Dl,n) + W(Dg,n).

Proof. By Lemma 69, x is s-linear in M, i.e. x occurs exactly once in M and this occurrence is
out of the scope of both a !-operator and a d-operator. The statement is proved by induction on
D;. The cases were the last rule is ax, —oI, —oE, AIO, AIl, VI, VE, and m are easy. Now, suppose
D, is of the form:

Dal,z:ArP:B D'«az:B+Q:Ciy D"<x9:BFQy:Cy D"<+W:B
[,z: Ak copyW P as z1,7 in (Q1,Q2) : C1 A Co

AIl

so that 7 = C; A Cy and M = copy‘g P as z1,22 in (Q1,Q2). By induction hypothesis, there
exists S(D', D) «T' + P[N/z] : A such that w(S(D’,Ds),n) < w(D’,n) + w(D2,n). We define
S(D1,D2) <T, At copyW P[N/x] as x1, 72 in (Q1,Q2) : C1 A Cy as the derivation obtained by
applying AIl to S(D’,Ds), D", D", D"". Moreover, by using the induction hypothesis, we have:

w(S(D1,Ds3),n) =w(S(D',Ds),n) +w(D",n) +w(D" ,n)+w(D" n)+2
(D',n) +w(D",n) +w(D" n)+w(D" n)+w(Dyn)+ 2

(D1,n) + w(Da,n).

<

w
w

Last, since A is a linear type, the last rule of D; cannot be sp. O

Lemma 71 (Weighted substitution). Letr > rk(D;). If D1<l,2 : 0 - M : 7 and De<A + N : o,
then there exists a derivation S(Dy,Ds) such that:

[ ] S(Dl,D2)4F7A - M{N/J?} T,
. W(S(Dl,Dg),T) < W(D1,’I") + W(DQ,’F).

Proof. Since o = 19A, for some linear type A and some ¢ > 0, we reason by induction on ¢. If
q = 0 then, by Lemma 69, x is s-linear in M, i.e. x occurs exactly once in M and this occurrence
is out of the scope of both a l-operator and a d-operator. This means that M{N/z} = M[N/z],
and we can apply Lemma 70. Suppose now that o = lo’. On the one hand, by Lemma 67.(1) we
have that A is strictly exponential, N = |P, and D is composed by a subderivation D3 of the
form:
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D;

A'FP o sp
IA"EIP[A(z1)/y1, -« -y A(2m)/Ym] : 107
with co-rank h and such that A" = y; : 01,...,Ym : Om, followed by a sequence of ¢ > 0 rules

m with rank, respectively, ki,...,k; recovering A - !P : lg’. On the other hand, by applying
Lemma 67.(2), the assumption z : o’ in Dy <« T, 2 : lo’ = M : 7 has been obtained by applying
in D either the rule sp or the rule m. We just consider the latter case, the former being similar.
W.l.o.g. we can suppose that such an instance of m is the last rule of Dy, since we can always
permute an application of m downward obtaining a derivation of the same judgement. Then, D,
has the following form:

D/
1
Lyzy:0,...,0:0' FM' : 7 (n>0)
Tyz:lo' - M'[d(x)/x1,...,d(x)/z,) : T
with rank k& and such that M = M’[d(x) /1, ...,d(x)/z,]. If k = 0 then S(D1,D2) is D] followed
by some applications of the m rule with rank 0 in order to recover the context A, which is strictly

exponential by Lemma 67.(1). In this case, we have w(S(Dy,D2),r) = w(D],r). Otherwise, by
using the induction hypothesis, we can build the following derivations:

S L2 S(D,, D)) Al A ag 0!, xp 0’ F M{P Jx 1} o T
5% & S(Dh, S(Dy, D))« A" A s 0!, ... a0’ = M{P )2y, P 2o} i T

S & (DY), S(Dy, ... S(Dy,D})))aT, A, n A MAP Jay,..., P Ja,} 7.

such that w(St,r) < w(D}) +w(D}) and, for all 1 <i < n, w(S*T r) < w(Dh,r) + w(S%r) <
w(Dy,r)+ (i+1)-w(Dj, 7). Then, S(D;y,D2) can be obtained from S™ by applying a sequence of
h applications of the rule m with rank &, and a sequence of ¢ applications of the rule m with rank,
respectively, ki,..., ks, in order to get A from A’,.?. A’. This means that S(Dy,D2)<T, A F
M'{P/xy,...,P/x,} : 7 and, by definition of forgetful substitution:

M'{P/z1,...,P/z,} = (M'[z/z1,...,2/z.)){P/z}
= ((M'[z/z1, ..., z/xa))[d(z)/2]){!P/x} x g FV(M')
= (M'[d(z)/x1,...,d(z)/x,]){!P/x} = M{N/x}.

By using the induction hypothesis, we finally have:

t
w(S(Dy,Da),r) =w(S™, 1)+ k-h+ Y ki

i=1

t
<w(Dp,r)+k-w(Dy,r)+k-h+ > ki
=1
t
SW(D'l,r)—l—r-w(D’z,r)—i—r-h—i—Zki
=1
t
S W(Dy,r)+ (r- (w(Dy,r) +h)+ 1+ Y ki)

i=1
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t

= w(Dy,7) + (W(D, 1) + ki)

< W(D1, 7") + W(Dg, 7").
This concludes the proof. U

We are now able to state the weighted version of the subject reduction property:

Theorem 72 (Weighted subject reduction). Let D<T' + M : o and let r > rk(D). If M —
My, My then there exist D1 and Dy such that:

° Dz <I'+ Mz Lo,

o w(D;,r) <w(D,r), forie {1,2}.
Proof. The proof is by induction on the definition of the one-step reduction relation. We have
several cases, and we consider the most interesting ones:

o If M = (Mz.N)!P — N{!P/z} = M; = M, then, by applying Lemma 68.(2) and
Lemma 68.(3), D contains a derivation D* of the form:

D/
IMz:7THN': A I D!
"Mz N 7oA —  TV/FIP .1

I/ T" - (\Maz.N')I1P" : A —B

possibly followed by a sequence of applications of the rules VI, VE, and m. Let ¢t > 0 be the
number of applications of the rule m, and let k1, . . . , k; be their respective rank. By applying
Lemma 71, there exists a derivation S(D’, D) such that S(D’, D")<I",T" = N'{IP'/z} : A.
We define D; = Dy as the derivation obtained by applying to S(D’,D"”) a sequence of
applications of the rules VI, VE, and m in order to obtain I' - N{!P/z} : o as a concluding
judgement. By Lemma 71, we have:

w(Dy,r) = w(S(D',D"),r)+ Y ki <w(D',r)+w(D" 1)+ > k;

o If M = projB "B(Wy,Ws) — Wy = My and M = projB B(Wy, Ws) — Wy = M,. By
applying Lemma 44.(5)-(6), 0 = V&.(B'(D1/p1,...,Dn/Brn)), where & = aq,...,ax, for
some k > 0. Moreover, D is a derivation D* of the form:

D D"
FWy:B  FW,:B

F(Wi,W3): BAB
FprojB B (Wi, W) : B "

AIO

followed by a sequence of applications of the rules VI, VE, and m. Then, we define D,
(resp. Ds) as the derivation D’ (resp. D”) followed by the same sequence of rules VI, VE,
and m, the latter being of rank 0 and introducing the context I'. By definition of weight,
we have: w(Dq,7) = w(D',r) < w(D,r), and similarly for Ds.
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o If M = copyV' W as z1, 25 in (Q1,Q2) — (Q1[W/x1], Q2[W/x2]) = My = M, then, by
Lemma 68.(4), 0 = By A By and D is a derivation D* of the form:

’D/ D// D/// D////
F/}_WZA £C12A|_Q12B1 1’2214"@2232 }_W/IA
I+ copy}f{// W as x1,22 in (Q1,Q2) : B1 A Bs

AI1

followed by a sequence of applications of the rule m. By Fact 55, I is !-free, and hence
all types in IV are linear. Then, since W is closed, Lemma 69 implies IV = (). Therefore,
the applications of the rule m below D* are all of rank 0, so that w(D,r) = w(D*,r).
By applying Lemma 70 twice, there exist two derivations S(D’,D")a + Q1[W/xz1] : By
and S(D',D")< b Qa[W/xs] : By such that w(S(D',D"),r) < w(D',r) + w(D",r) and
w(S(D',D"),r) <w(D',r)+w(D", r). We define D; = D as the following derivation:

S(D', D) (D', D)
FQi[W/x1] : By F Qa[W/xs] : By
F(@Q1[W/z1], Qa[W/x2]) : Bi A B> m
['F(Qi[W/z1], Q2[W/x2]) : B1 A B2

AIO

By Proposition 56, we can safely assume that W’ has largest size among the extended
values with type A. Moreover, D' and D"’ have no application of the rules sp and m so
that, by Lemma 65.(3), w(D’,r) = |[W| < [W'| = w(D"”,r). Therefore:

w(Dy,r) =w(S(D',D"),r) + w(S(D',D"),r)+1
<2-w(D,r)+w(D" r)+wD")+1
<w(D',r)+wD",r)+wD" r)+wD")+1
<w(D',r)+w(D",r)+w(D" r)+w(D")+2=w(D*r)=w(D,r).

This concludes the proof. O

Corollary 73 (Unique surface distribution in STAg). Let D<T'F M : o in STAg. Then there
exists a unique surface distribution 2 such that M = 9.

Proof. Let r > rk(D). We prove by induction on w(D,r) that a derivation 7 : M = 2 exists,
for some m and 2. If M € SNF then, by applying rule sl1, we have M = M. Otherwise,
M — My, Ms, for some M7 and Msy. By Theorem 72 there exist Dy, Do such that D;<'+ M, : o
and w(D;,r) < w(D,r), for all i« € {1,2}. By applying the induction hypothesis, we have
m My = 21 and s @ My = 95, for some 7y, w3, Z1, and %s. Finally, by applying rule s2:

M — My, M, m M= D o 1 Moy = Do
M=% 9+% 9

s2

Hence, for all M € A;,GB typable in STAg there exists a surface distribution 2 such that M = 2,
which is unique by Theorem 64. O
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4.3.3 The Polytime Soundness Theorem

In defining the surface reduction for A}@, we first introduced the one-step relation — between
terms and pairs of terms, and then we lifted it to a relation = between terms and distributions,
essentially by turning proj4"4(Wy, Wa) — Wi, Wy into proj4"4(Wy, W) = % Wy + % - Ws.

Beside non-determinism, another important aspect of — is that it allows for different surface
reduction strategies, as the following example shows.

Example 21. Consider the term M £ (Az.(ran,d(z)))!T, where ran is as in (4.17). If we first
apply surface reduction to the innermost redex ran we obtain the pair of terms (Alz.(tt,d(z)))!I
and (Alz.(ff,d(z)))!I, that reduce in a single step to (tt,I) and (ff,I), respectively. If on
the other hand we first apply the surface reduction to the outermost redex we obtain (ran,I),
that reduces in one step either to (tt,I) or to (ff,I). Both surface reduction strategies are
diagrammatically represented in Figure 4.13(a). For each such strategy is associated a derivation
of M = % -(tt, I) + % - (££,I), as shown in Figure 4.13(Db).

The example above shows that different surface reduction strategies can be applied to a term
M € Ai@. Moreover, if M = 2 holds for some surface distribution 2 (unique by Theorem 64),
each surface reduction strategy corresponds to a specific derivation of M = 2. We are going to
prove that, at least when M is typable in STAg, all such derivations have the same size:
Lemma 74. LetT'E M :0 inSTAg. If 7' - M = @ and 7" : M = 9, then |7'| = |7"|.
Proof. The proof is by induction on || + |7”|. If the last rule of 7’ is s1 then M is a surface
normal form, and the last rule of 7" must be s1. In this case, |7'| = 0 = |#”'|. If the last rule of
7’ is 52, then M is not a surface normal form, so that the last rule of 7’ is s2. Hence, 7’ and 7/
have the following forms:

M—>M{,Mé WII:M{:>@{ 7T/22M2/:>@£
o M=9

s2

M — My, M} M = 9/ 7y MY = DY )
s
' M=9

We have several possibilities depending on M7y, M4, My, M. We just consider the case where
they are all distinct. By applying Lemma 60 there exist Ny, No, N3, N4 such that M{ — Ny, No,
M} — N3, N4 and 3i € {1,2} such that M/ — Ny, N3 and MY , — Ny, Ny. Let us suppose
i = 1. By Theorem 72 Nj, No, N3 and N4 are all typable in STAg, and by Corollary 73, for
all 1 < j <4, we have p; : N;j = &}, for some p; and &;. Then, we can construct the following
derivations:

M{*)Nl,NQ ,012N1:>£]1 p22N2:>£2
PR

s2

Mé*)Ng,N;l p32N3:>é83 p42N4:>£4 "
oM =

M{/%Nl,Ng p1:N1:>éa1 p3:N3:>(o@3
oM = 5]

S

Mél—)NQ,N4 pg:Ngééog ,042N4:>g4
o5 > 7

s2
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By applying the induction hypothesis we have:

|7’ = max(|m |, [w5]) + 1
= max(|py, [p5|) + 1
(max(|pal, |p2l) + 1, max(|ps], [pa]) + 1) + 1
(
(
(

= Imax
= max(max(|p1], |ps]) + 1, max(|pal, |[pa]) + 1) +1
= max(|p}], [p5]) + 1

= max(|ry], |m3]) + 1 = [="].
The remaining cases are similar. O

Remark 12. Consider two surface reduction strategies R and R’ applied to some M € Ai@
typable in STAg and such that all non-deterministic branches in R and R’ reach a surface
normal form. Lemma 74 says that, whenever n (resp. m) is the supremum of the set of the
lengths of all non-deterministic branches of R (resp. R’ ), it must be n = m. This property
depends on the fact that reduction is performed at a “surface level”, namely out of the scope of
any !, so that the reducts (i.e. the expressions to which redexes reduces) are never duplicable
or erasable. A similar uniformity property holds in Simpson’s linear A-calculus, stating that all
surface reductions strategies reaching a surface normal form starting from a given term M have
the same length (see Section 2.2.3).

The lemma above allows us to speak about the “size” of M = 2. By Remark 12, the size of
M =  gives an upper bound on the length of each non-deterministic branching of all possible
reduction strategies applied to M. We now prove that such a bound can be taken as a polynomial
in the size of M, from which we shall infer the Polytime Soundness Theorem (Theorem 76).

Lemma 75 (Strong polystep soundness). Let D<@ Fsta, M : o and let w: M = 2. Then:
(1) |n| < [M|PIH
(2) For every reduction step N — N', N" that is premise of a rule s2 in «, |N| < |M|4(P)+1,

Proof. Let D<I' - M : 0. First, we observe that:

w(D, k(D)) < w(D, | M) Lem. 65.(1)
< |M|P) . w(D, 1) Lem. 65.(2)
= |M|9P) | M| = | M[APIHL Lem. 65.(3)

Thus, to show both points, it suffices to prove by induction on the size of 7 : M = 2 that, for
all r > rk(D):

(i) || < w(D,7);
(ii) for every reduction step N — N’, N” that is premise of a rule s2 in 7, |[N| < w(D,r).

If the last rule of 7 is s1 then both points hold trivially. Otherwise, it ends with s2:

M—)Ml,MQ 7T1:M1$@1 7T2:M2:>@2
M:>%‘.@1+%‘.@2

s2
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By Theorem 72, there exist Dy and Dj such that D; <«T'F M; : o and w(D;,r) < w(D,r). As for
point (i), by induction hypothesis, |m;| < w(D;,r), with ¢ € {1,2}. Hence, we have:

7| = max(|m], |m2|) +1
< max(w(Dy,r),w(Da,7)) + 1
<w(D,r).

Concerning point (ii), by applying the induction hypothesis, for all i € {1,2} and for all N —
N/, N/ premise of a s2 in m;, [N| < w(D;,r) < w(D,r). Moreover, by Lemma 65.(3), we have
|M| =w(D,1) <w(D,r). O

Turing Machines are defined in Section 2.3.1. We now briefly recall their randomized formu-
lations:

Definition 52 (Probabilistic Turing Machines). A Probabilistic Turing Machine , PTM for short,
is a Turing Machine with two transition functions dy and dy, i.e. it is a tuple P = (', Q, 6o, 61)
such that both (T',Q, dy) and (T',Q, d1) are Turing Machines. At each step in the computation
the PTM chooses randomly which one of the transition functions dy and §; to apply (with equal
probability ).

Definition 53. Let P be a PTM, and let T : N — N be a function:

e we say that P runs in T(n)-time if its computation on every input = requires at most
T(|x|) steps, regardless of its random choices;

e we say that P runs in T'(n)-space if its computation on every input x requires at most
T(|z|) cells of the tape, regardless of its random choices;

Remark 13. As pointed in [88], a S-reduction step M —5 M’ can be simulated by a Turing
Machine running in O(|M|?)-time. In a similar way, given a one-step reduction M — My, Mo
in (4.15), we can build a PTM running in O(|M|?)-time that, when receiving in input (an
encoding of) M, produces in output (an encoding of) M; with probability a half.

We can now prove that STAg is sound with respect to the polynomial time PTMs.

Theorem 76 (Polytime soundness). Let D<aI' - M : ¢ be such that m : M = 2. Then there
exists a PTM that runs in O(|M|>AP)+D) time such that, for all S € supp(2) with 2(S) = p,
when receiving in input (an encoding of) M, it produces in output (an encoding of ) the surface
normal form S with probability p.

Proof. By Lemma 75.(2) and by Remark 13, each reduction step P — P;, P> that is premise of
a rule 2 in 7 can be simulated by a PTM running in O(|M |>(P)*+1D)_time. By Lemma 75.(1)
there can be at most O(|M|4P)+1) applications of s2 in 7. By putting everything together, we
obtain a PTM simulating the evaluation of M that runs in O(|M|3(dP)+1))_time. O

4.4 Polytime completeness

In this section we prove the Polytime Completeness Theorem for STAg (Theorem 91). The
basic scheme of the proof is taken from Gaboardi and Ronchi Della Rocca [40], and consists in
encoding PTMs configurations, transitions between configurations, the initialization of a PTM,
and its output extraction. By putting everything together, we are able to represent in STAg a
PTM running in polynomial time, where its transition function will be expressed by means of
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the non-deterministic rule proj4"4(Wy, Wa) — Wi, Wy in (4.15). Before giving the complete
encoding, we shall first show how to define in STAg boolean strings, natural numbers, iterations
and polynomials.

Following Dal Lago and Toldin [28], we also prove that STAg is able to capture the complexity
classes PP (Probabilistic Polynomial time) and BPP (Bounded-error Probabilistic Polynomial
time). However, due to the presence of external error bounds, the characterization theorem for
BPP will not be entirely in the style of ICC.

4.4.1 Strings, numerals and polynomial completeness

Gaboardi and Ronchi Della Rocca stressed in [40] that the presence of the multiplexor, i.e. rule
m, makes the encoding of a Turing Machine “non-uniform” in STA. If we consider for example
the standard type for natural numbers N £ Va.!(a —o a) —o a —o o, a term succ implementing
the usual successor function with type N — N is unknown. This is why the usual data types
are represented in STA by indexed families of types.

Definition 54 (Indexed numerals). For all i > 1, the indezed type N; and the indexed numerals
n,; are defined as follows:

N; 2 Va!l'(a — a) — a —o «

n; £ MfAz(d'(f).7.(d(f)z)) neN
when ¢ = 1, we shall write N (resp. n) in place of N; (resp. n;).
Proposition 77. For alli>1 and n € N, Fsta, 1, : N;.

Like the standard Church numerals, indexed numerals behave as iterators. In fact we can
define n-long iterations of a term S (the step function) over a term B (the base function).

Definition 55. For all ¢ > 1 and for all A € O 1, the indezed iterator iter; is defined as follows:
iter; £ M As A z.n ! (d(s)z: N; — /(A — A) — A — A.

Proposition 78. Leti > 1. If A B:Aand z1 : Ay,...,xp : Ap F S : A — A, then the
following rule can be derived in STAg:

I'En,;:N; AFB: A x1: A, ..,y Ay E S A—o A
U,A g1 0 AL,y VYA, iter ng (18S]d8(ya) /21, - -5 AN (yn) /2n]) B A

Moreover, for every indexed numeral n;, we have:
iter;n; (1'S*) B = S*(.n.(S*B)...)

where S* £ (S[d*(y1)/z1,- -+, d (Yn)/Tn]).

Remark 14. The step function can be iterated only if it is definable through a term typable with
type A — A, for some linear type A. This is in contrast with what happens in linear logic,
where, in general, step functions proving !A — A are allowed.

Definition 56. Let 7,5 > 1. The indexed successor, addition, and multiplication are definable
in STAg as follows:

e succ; = M\ A fAr.d () (n (aTH(S)) 2);
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e add, ; £ An. AmAlf Az (1Hdmax@DFL(F)) (m (W amax@D+L(£)) z);
e mult;; = A dm A fn ! (m (Mati(f))).
Proposition 79. For alli,j > 1:
® sTag succ; : N —o Ny
® sta, add; j : Ny — Ny —o Nyay(ij)+1s
o Fsta, mult; ; : N; —o I'N; —o Ny ;.

A straightforward consequence of Remark 14 and Proposition 79 is that the successor, the
addition, and the multiplication of Definition 56 cannot be iterated, they can only be composed
to obtain all polynomials.

Theorem 80 (Representing polynomial functions [40]). Let p : N — N be a polynomial in the
variable x and deg(p) be its degree. There is p such that:

2 : 18PN Fsta, p: Nodeg(p)+1

Proof. Consider p in Horner normal form, i.e. p=ao+x- (a1 +x- (... (an—1 +x-ayn)...)). By
induction on deg(p) we show something stronger, namely that the following is derivable for all
1> 0:

Zo - Ni7 Iy - ”:N'l7 N !i(deg(p*)—l)Ni F }L* : Nz deg(p*)+deg(p*)+1 (418)

where p* £ ag +x0 - (a1 +x1 - (... (@n_1 +Xp - @n)...)). The base case is trivial, so consider
p* = ag + xg - p’. By induction hypothesis:

xy1: Ny, .o,z !i(deg(p,)_l)Ni F Ii : Ni.deg(p/)+deg(p/)+1-
Ifk2i. deg(p') + deg(p’) + 1 we define:

x A

p* £ addy 4k ao (mult,  zo (!izi[di(acl)/xl, oy di(mp) /).

We have:
Zo - Ni, Iy - !iNi, N S !i(deg(p’)—l)—i-iNZ_ I ]i* . Ni(dcg(p/)+1)+dcg(p/)+1+1.

Since deg(p*) = deg(p’) + 1, the above judgement is exactly (4.18). Now, by taking i = 1 and
repeatedly applying the rule m:

2 19PN F p i N dog(p) 11
where p £ p*[d" (z) /2 ...d"" (z)/x,], for some hi,..., h, > 0. O
Booleans are defined in (3.2). By convention, we shall fix:
0= tt 12 ff. (4.19)
In Figure 3.9 of the previous chapter we show how to encode the boolean functions of the

standard unbounded fan-in basis in IMLL,. As a consequence, every boolean function can be
represented in this system, and hence in STAg.
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Lemma 81 (Functional completeness [65]). Let n,m € N. FEuvery boolean total function f :
{0,1}™ — {0, 1}™ is represented by a term f such that b, f: B" — B™.

As in the case of numerals, the encoding of strings of booleans requires the introduction of
indexes:

Definition 57 (Indexed strings). For all ¢ > 1, the indexed type S; and the indezed n-ary boolean
strings s; are defined as follows:
S; 2 Val'(B — a — a) —o (a — a)

s; £ Medzd' (e)bi(... (A (c)bnz)...) where s = b1 ...b, € {0,1}" and n € N.
when n = 1, we shall write S (resp. s) in place of S; (resp. s;).
Proposition 82. For alli > 1, Fstag 8, : S;.

The function associating with each string of booleans its length can be defined for all ¢ > 1
as follows: ‘
len; 2 As Af.s!"(Az.\y.let Eg x be I in fy) (4.20)

with type S; —o N;, where Eg is as in (3.3).

4.4.2 Encoding the polytime PTM

In this subsection we show how to encode the polytime PTM in STAg and how to simulate
its computation by means of the relation = in Definition 48. One of the key steps toward
completeness is to prove that every PTM transition function is definable in STAg. First, we
show how to encode the transition function of a (deterministic) Turing Machine.

Proposition 83 (Transition functions). The transition function dp of a Turing Machine M
with at most 2™ states is represented in STAg by a suitable §pq : B" T — B2,

Proof. Let M be a Turing Machine with alphabet T' = {0, 1} and states Q = {q1,...,qx}, where
k < 2". We use the inhabitants of B to represent both the elements of I' and the head moves,
while the inhabitants of B™ are used to represent states in Q). A configuration (¢,b) € Q@ x T’
is then encoded by the pair (g,b) of type B"*!. The triple (¢,t’,m) of type B"*? stands for
Sm((b,q)) = (¢',1/,m) € Q x T x {left, right}. Now, we want the transition function §x to be
represented by a term dxq of type B"T — B"T2. So, let:

Mn vy, Mign—15 vy, - o s Mign—1g gy, Mign vy, Mgn gy, Mign-1z gy, .o o, Mign—1¢ £y, Mign sy

be a family of (not necessarily distinct) inhabitants of B"*? indexed by the inhabitants of B"+1,
and such that:
M py = (¢',0',m) if and only if dp4((g,0)) = (¢, ', m).

By Definition 16 in Section 3.2.2 we can define:

M £ )\z.if x then [M(tn,t>,M<tn—1f)t>, ey M<f71—1t7t>, M(f1L7t>7
M(tn’f>, M(tnflf’f)’ ceey M<f”71t,f>)M<fn,f>:| : Bn—"_1 —0 Bn—’—2

so that, dam(g,b) = (¢,V/,m) if and only if (¢',b',m) = M if and only if dxm((g,0)) =
(q/7b/7m)' D
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A Probabilistic Turing Machine P is a Turing Machine whose transition function dp can be
seen as the superposition of two (deterministic) Turing Machine transition functions dy and d:
at each step in the computation, P selects Jy with probability % and ¢; with probability % So,
let dp, 01 : Q@ x I' — @ x T" x {left, right} be two Turing Machine transition functions, where @
contains at most 2" states and I' = {0, 1}. By Proposition 83, there exist §p and d;, both having
type B"*! — B"*2 in STA,. Then, we define:

n+2 n+1

A :B"T2AB tt :
Op = A\T.projpnie (copyga+1  as o, x1 in (g xo, 01 1))

whose typing is shown in Figure 4.14(a). Moreover, if (g, p) is a pair encoding a PTM configu-
ration (¢,b) € @ x I, and if 6;(q, p) = (qs, b, ms) for i € {1,2}, then:

whose derivation is shown in Figure 4.14(b).
Summing up, we have:

Corollary 84 (Probabilistic transition functions). The transition function dp of a Probabilistic
Turing Machine P with at most 2" states is definable in STAg by a suitable §p : B" Tt —o B" 12,

A configuration can be represented by a tuple divided up in three parts: the first one repre-
sents the left hand-side of the tape with respect to the head; the second one represents the right
part of the tape starting with the cell scanned by the head; finally, the third part represents the
state of the machine. W.l.o.g., we shall assume that the left part of the tape is represented in
reversed order, that the alphabet is composed by the two symbols 0 and 1, and that the final
states are divided into accepting and rejecting.

Definition 58 (Indexed configuration). For all i,k > 1, we define the indezed type PTM; and
the indexed configuration config, as follows:

PTM! 2 Va.l"(B — a — a) — ((a —o a)? @ B¥)

config, = )\!c.<di(c)%o e odi(c)%, di(c)%o - odi(c)%, Q).
where M o N £ \z.M(Nz), Q@ £ (q1,...,qx), and b,... b b5, ..., b0, q1,...,q € {0,1}, for
n,m € N.
Proposition 85. For all i,k > 1, Fsta, config, : PTMf.

In the above definition, the terms:

di()bho-odi(e)bl,  a(bpo-od(@b, QL (q.....q)

‘A

represent, respectively, the left and the right part of the tape, where d‘(c)b} is the scanned
symbol, and the current state Q = (q1, ..., qx)- o

Following Mairson and Terui [65], in order to show that the PTM transition from a con-
figuration to another is definable we consider two distinct phases. In the first one, the PTM
configuration is decomposed to extract the first symbol of each part of the tape. In the second
phase, depending on the transitions function, these symbols are combined to reconstruct the
tape after the transition step. Thus, we require an intermediate type, denoted ID?, and defined
for all 4,k > 1 as follows:

ID? 2VYa.l' (B —-oa—oa) —o((a—a)?’®B—oa—oa)@B® (B —a—a)®BcB)
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@& . . .
x: Bt g Bt zo: B E 8o xo B*? g, BTl 0121 : B"t2 | ggntl . Bt

n A1
z: Bt - oovwmn:ﬁ T as xg,r1 in (J zo, 0121) : B"T2 A B2 .
N
n+2 n+2 n41
Bt - vHSwime (copyBni1 T as o, x1 in (dg xo, 01 1)) : B»t2 .
Y

nt2 Aent2 nt1
FAz. vHOuWime (copyg.+1 @ as xg, 1 in (dg o, 6y #1)) : BT — B"F2

(a) A derivation in STAg for ﬁfu = Az @Ho__wmww AB"T2 Aoovmmﬁwﬁ x as o, x1 in (do xo, 01 21)).

%@ ® Mm@ — 00(q,p),01(q;p) ol P) = (qo,bo, m0) 61(q,p) = (qu,b1,m1)

%A mw mw %A‘mqmv m&v 1 - “H‘ — - 2
Y& o~ @0 = 3{q,bo,mo) + 3 (g1, b1, 1) )
S
%ﬁs%vlém@ m@va.@?@\?@:w.@s\a\; 5
S
op(¢,p) = 3 - (q0, bo, mo) + 5 - (g, b1, ma)

(b) Derivation of ép(g,p) = w -{go, bo, mo) + w (g1, b1, m1).

Abbreviations:
P A n+2 n+2 n+41 X
S 2 projBIa B (copyWiti (.p) as wo, 21 in 8y 70,81 21))
(@p) _ (ap) nt2 g2
5" @ 6,7 £ projBia"B" ((%0la,p). 01(a.p)))-

Figure 4.14: The encoding of a PTM transition function.
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and the decomposition phase is represented by the following term:

decom; 2 Am.\c.let m!*(F[d"(c)]) be I,7,q in
(1et I{I, A\z.let Eg z be I in I,0) be s, ¢;, b)) in (4.21)
(let (I, \z.let Eg z be I in I,0) be s,, ¢, b in
(51, 5, 1, by, €, b, 0)))
where F[z] £ A\b.)\z.1let z be g, h,i in (hio g,x,b) and Ep is as in (3.3).
Proposition 86. For all i,k > 1, Fsta, decom; : PTMi-C —o ID?.

The behaviour of decom; is to decompose a configuration in such a way as to extract the
symbols of the tape which determine, together with the current state, the structure of the next
configuration:

decomi()\!c.<di(0)%o .0 di(c)%, di(c)%o ) di(c)%, Q)
= A!c.(di(c)ﬁo ... 0 d’(c)bi,/, di(c)ﬁo ... 0 di(c)%7 di(c) , %, di(c) ; b6 s Q).
Analogously, the composition phase is represented by the following term:

com; £ As.\lc.let s1%(d’(c)) be I,7, ¢, by, ¢, by, g in Let 5p (by, q) be ¢/,b',m in

. (4.22)
(if m then M else Mo)b'q (I, 7, ¢;, by, cr)
where dp is the transition function of the PTM P as in Corollary 84, and:

M,y
My 2 X6/ A¢' Ap.let pbe l,7,c;, by, ¢, in (I, cibyoc, b or,q').

AV A Ap.let pbe l,r,c;, b, ¢ in (e, b ocibyol,r, q)

Proposition 87. For all i,k > 1, Fsta, com; : IDF — PTMF.

Then, the behaviour of com;, depending on the dp transition function and on the current
state, is to combine the symbols we put aside in order to return a distribution of the next
configurations. For example, if the deterministic transition functions §; and d; defining dp are
such that do((bf, Q)) = (Q’, ¥, right)) and 61 ((b, Q)) = (Q",b", left), then:

com; ({d'(c) b o---0d(c) by, , d'(c)bj o~ 0 d'(c) by, , d'(c), by, d'(c), b, Q)

=5 Ale(d'(c) b o dl(c)%o di(e)blo---0 dl(c)%, d'(c)bjo---0d'(c)by,, Q")
_|_

5 N (@) b o0 di(e) b, di(e) by o d'(0) ¥ o d'(e) by o+ 0 d(¢) 1, Q).

By combining the above terms we obtain an entire PTM transition step.

Definition 59 (Indexed transition step). Let ¢,k > 1. The indexed transition step is defined by
tr; £ com; o decom;, with type PTM? — PTMY in STA,.

The initial configuration of a PTM is a configuration in the initial state Qo = (¢1, . . ., gx) with
the head at the beginning of a tape filled by 0’s. Then, we need a term that, taking a numeral
n, as input, gives the encoding of the initial configuration with tape of length n as output.
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Definition 60 (Indexed initial configuration). For all ¢,k > 1, the indexed initial configuration

is defined as follows: o
init; £ AnAle.(Az.z, Az.n!(d"(c) 0)z, Qo).

Proposition 88. For all i,k > 1, Fsta, init; : N; —o PTM?.

The PTM needs now to be initialized with the given input string, by writing it on its tape.
The term representing the initialization requires the term decom; in (4.21).

Definition 61 (Indexed initialization). For all 7,k > 1, the indexed initialization is defined by
in; £ \s.Am.s!(Ab.Th o decom;)m, where:

T 2 M. dm.Nelet m (I'd'(c)) be 1,7, ¢, by, ¢y by, q in
let Eg b, be I in Rbq(l,r, ¢, by, cp)
R 2 X'\ Mp.let pbel,rc;,by,c, in (¢, b ocibyol,rq').
where Ep is as in (3.3).
Proposition 89. For all i,k > 1, Fsta, in; : S — PTM} — PTMF.
Last, we need to extract the output string from the final configuration.

Definition 62 (Indexed extraction). For all i,k > 1, we define the indexed extraction as the
following term:

ext? £ Am.Me.let m!%(d’(c)) be I,7,q in (let Egr g be I inlor).
where Egr is an eraser of the ground type BF, that exists by Theorem 9.
Proposition 90. For all i,k > 1, Fsta, extis : PTMi»C — S;.
By putting everything together, we are now able to encode a polytime PTM in STAg.
Theorem 91 (Polytime completeness). Let P be a PTM such that:
e P runs in p(n)-time, for some polynomial p : N — N with deg(p) = di;
e P runs in g(n)-space, for some polynomial q : N — N with deg(q) = da;

o Vs e {0,1}*, % : {0,1}* — [0, 1] is the probabilistic distribution of the output strings of P
on input s.

Then there exists a term P with type ™ax(d1,d2.H)+1g o Sod,+1 n STAg such that, for every
s € {0,1}*, there exists a surface distribution 9, satisfying the following conditions:

(Z) B(!max(dl,d2,1)+1§) = @S;
(2) Vs' € {0,1}*, 25(s') = Z(s').

Proof. Let P be a PTM running in polynomial time p : N — N and in polynomial space

q: N — N, with deg(p) = dy and deg(q) = d2. We set [p] = 2d; + 1 and [q] = 2d2 + 1. By

Theorem 80 and Lemma 71 we have that the following judgements are derivable in STAg:
sp 1S F PN,

4.23
sq 118+ Q: Ny 423)

110



where P £ p{l%(len; d%(sy))/z}, Q@ £ q{!%2(len; d2(s,))/x}, and len; is defined in (4.20).
Again, by repeatedly applying Lemma 71 we can compose the terms in Definitions 59, 60, 61,
and 62 to obtain a derivation in STAg of the following judgement:

s:S,p: N, q: Nig - ext[sq] (p (![p]tr[q])(in[q] s’ (initpg q))) : Siq- (4.24)

By two further applications of Lemma 71, we can compose (4.23) and (4.24) to obtain the
following:

s 8,5, 1118, 5, : "S- extﬁl](P (IPltry,)(ingy 8’ (inity Q))) : Saay+1-
By repeatedly applying rule m, and by applying rule —I, we obtain the term:
}_STA@ B . !max(dl,dg,l)—i-ls 5 SQd2+1‘

One can check that both point (1) and point (2) hold. O

4.4.3 Characterizing probabilistic complexity classes

In the previous subsection, STAg has been proved complete with respect to all polytime PTMs
returning strings. But which complexity class our system is actually able to capture?
We start recalling some basic definitions from Arora and Barak [5].

Definition 63 (Recognising a language with error). Let € € [0,1]. Let P be a PTM and
L C {0,1}* a language. We say that P recognises L with error probability e if:

e x € L implies Pr[P accepts z] > 1 — ¢,
e z ¢ L implies Pr[P rejects 2] > 1 — ¢,

where Pr[P accepts z] (resp. Pr[P rejects z]) is the probability that P on input x terminates
on an accepting (resp. rejecting) state. Moreover, if T : N — N is a function, we say that P
recognizes L with error probability € in T'(n)-time if it recognises L with error probability € and,
on every input z, it requires at most 7'(|z|) steps of computation regardless of its random choices.

As opposed to the deterministic case, there are several probabilistic polytime complexity
classes depending on the degree of accuracy we are willing to impose in recognising a language.
We shall consider the classes PP (Probabilistic Polynomial time) and BPP (Bounded-error Prob-
abilistic Polynomial time).

Definition 64 (The classes PP and BPP).

e PP is the set of all languages that can be recognised by a PTM with error probability
0<e< % in p(n)-time, for some polynomial p : N — N.

e BPP is the set of all languages that can be recognised by a PTM with error probability
0<e< % in p(n)-time, for some polynomial p : N — N.

Observe that € can be even equal to % in PP, while it cannot in BPP. Due to this restriction,
BPP enjoys an “amplification lemma”, that gives a simple way of making the error probability
exponentially small:

Lemma 92 (Amplification [86]). Let 0 < e < % Then, for every polynomial p : N — N, a

polytime PTM that recognises a language L C {0,1}* with error probability € has an equivalent
polytime PTM that recognises L with an error probability 2P
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Several interesting languages in BPP have very efficient algorithms that recognise them. So,
it is believed that BPP captures efficient probabilistic computation.
The following hierarchy is a straightforward consequence of Definition 64 (see Section 2.3.2):

Proposition 93 (Hierarchy). PTIME C BPP C PP.

It is still unknown if there are strict inclusions between these classes. A central open question
of complexity theory is whether or not BPP = PTIME. Many complexity theorists believe that
this equation holds, i.e. that there is a way to transform every probabilistic algorithm to a
deterministic algorithm (one that does not toss any coin) while incurring only a polynomial
slowdown.

Remark 15. Though very natural, BPP behaves differently from other classes. For example,
PTIME and PP are often called syntactic classes, meaning that there is an easy way of checking
if a machine recognises one of their languages. For example, every polytime PTM P recognises
a language Lp in PP, which can be identified as follows. For all « € {0,1}*:

o if Pr[P accepts | > 5 then z € Lp;

1

2
e otherwise, Pr[P accepts z] < %, so Pr[P reject 2] > 1 and = & Lp.

This is not the case for BPP. Indeed, suppose that Pr[P accepts z] = Pr[P rejects x| = %7 for

some x € {0,1}*. Is P recognising a language L in BPP? No, because neither € L nor = ¢ L

hold, according to Definition 64. Due to these features, BPP is often called a semantic class.

We now need to define when a term typable in STAg recognises a language. A first approach
is to let the bound on the error probability occur explicitly:

Definition 65 (Recognising a language with error €). Let € € [0,1], let L C {0, 1}* be a language,
and let M be a term with type IS — B in STAg, for some n € N. We say that M recognises L
with error probability € if and only if the following conditions hold:

(1) if s € L and M(!"s) = 2, then 2(0) > 1 —¢;
(2) if s¢ L and M(!"s) = 2, then Z(1) > 1 —e.

STAg captures both complexity classes. To show this, it suffices to replace the term ext? in
the encoding of Theorem 91, which we recall extracts the output string from the final configu-
ration of a PTM, with a term extracting the final state of a PTM (which is always accepting or
rejecting by assumption). The latter term can be defined, for all 4,k > 1, as follows:

ext® £ Am.let m ! (A\b.Ac.let Egbbe I in ¢) be ,7,q
in (lor)(fq): PTM! - B

where Eg is as in (3.3) and f is a function deciding if a state is accepting or rejecting, that always
exists by Lemma 81. The resulting encoding is able to represent all PTMs that, when fed with
an input string, run in polynomial time returning the acceptance of not of a final configuration.
Hence STAg is able to represent all PTMs recognising a language in PP or BPP:

Theorem 94 (PP and BPP). The set of languages which can be recognised with error € in STAg
for some 0 < € < % equals PP. The set of languages which can be recognised with error € in
STAg for some 0 < e < % equals BPP.
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In other words, STAg does not capture a single polytime complexity class, but several, de-
pending on how the error bound has been set. Here comes the main drawback of Theorem 94, as
observed in Dal Lago and Toldin [28]: the presence of an explicit, external error makes the char-
acterization “less implicit”, i.e. not in the style of ICC. A more implicit notion of characterization
can be introduced by considering the so-called “representability by majority”

Definition 66 (Representability by majority). Let L C {0,1}* be a language, and let M be a
term with type IS — B in STAg, for some n € N. We say that M represents L by majority if
and only if the following conditions hold:

(1) if s € L and M(I"s) = 2, then 2(0) > 2(1);
(2) if s ¢ L and M(I"s) = 2, then 2(1) > 2(0).
According to the above definition, STAg captures the class PP:

Theorem 95 (Completeness by majority for PP). The set of languages which can be represented
by majority in STAg equals PP.

No similar characterization is known for BPP. This fact should not be surprising, since BPP
is a semantic class, as discussed in Remark 15: there is no easy way of deciding if a given
PTM recognises a language in BPP. Now, if there were a “truly” implicit characterization in
STAg of this class, listing all theorems of the system would provide a straightforward recursive
enumeration of the PTMs recognising languages in BPP.
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Chapter 5

The Benefit of Being Non-Lazy
in Probabilistic A-calculus

The probabilistic A-calculus Ag extends the pure untyped A-calculus with a sum M @ N, eval-
uating to M or N with equal probability 0.5. An operational semantics for Ag gives a function
mapping a term M to a probability distribution [M] of values. As in the standard A-calculus,
different design choices may affect the meaning [M] of a term.

First, one has to decide how to evaluate a -redex, i.e. the application of a function Ax.M
to an argument N. There are two main evaluation mechanisms: the call-by-value policy (cbv)
consists in first evaluating N to some value V', then replacing the parameter x in M with V', while
the call-by-name policy (cbn) replaces  with N as it is, before any evaluation. It is well-known
that the two policies give rise to different results, especially in a probabilistic setting. Consider
for example the term (A\vz.vv)(T@F), where T = Azy.x and F = Azy.y. In cbv, we first evaluate
ToF, yielding either T or F with equal probability, and then we pass the result to the function
Avz.vv, producing either \z. T'T or Az.FF, both with probability 0.5. By contrast, in cbn we
pass the whole term T & F to the function before evaluating it, obtaining Az.(T & F)(T @ F)
with probability 1.

Second, one has to define which redexes to evaluate in a term, if any. Here again, there
are various choices in A-calculus: the lazy strategy, forbidding any reduction in the body of a
function, so that Ax.M is a value whatever M is, or the head reduction, consisting in reducing
the redex in head position, which is at the left of any application. Concerning the lazy strategies,
the meaning of a term is a distribution of weak head normal forms, i.e. either head normal forms
without external abstractions or terms with form Az.M. Concerning the head reduction, the
meaning of a term is a distribution of head normal forms.

Let us remark that some variants of the standard head reduction have been studied, as for
example the head spine reduction [84] that, given a S-redex (Ax.M)N, first evaluates the body of
M and then evaluates the outermost redex according to cbn. One of the results of this chapter
is that the head and head spine strategies are actually equivalent in (both the deterministic and)
the probabilistic setting (Theorem 115). To the best of our knowledge, this result is not in the
literature, even in the deterministic case.

Comparing terms by their operational semantics leads to undesired consequences, as higher-
order normal forms differ often by syntactical details that are inessential with respect to their
computational behaviour. Context equivalence is usually considered: two terms M, N are context
equivalent (M =.x N in symbols) whenever they “behave” the same in any possible “program-
ming context”. In Ag, a context C is a term with a special variable [-], the hole, and what we
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observe is the total mass of the distribution [C[M]], i.e. the total probability of getting a result
from the evaluation of the term C[M] obtained by replacing the hole with M. The definition of
=cxt depends therefore on the chosen operational semantics.

Proving that two terms are context equivalent is rather difficult since we have to consider
all contexts, hence the quest for more tractable equivalences comparable with =.,;. We say in
particular that an equivalence = over A-terms is sound with respect to = whenever the former
implies the latter (i.e. =C =), it is complete if the converse holds (i.e. =cxt C =) and it is fully
abstract if it is both sound and complete, i.e. the two relations coincide.

In probabilistic A-calculus, the first results in this line of research have been achieved in
the setting of the denotational semantics of the Ag head reduction. In particular, Ehrhard et
al. prove that the equivalence =p«~ induced by the reflexive object D> of the cartesian closed
category of probabilistic coherence spaces [34] (as well as of the weighted relations [57]) is sound.
More recently, Leventis proves a fundamental separation theorem, giving as a consequence that
the probabilistic Nakajima tree equality is complete [60]. From the latter result, Clairambault
and Paquet derive a fully abstract game model of Ag and as a corollary also the full abstraction
of D> [20]. The latter result has been also achieved independently by Leventis and Pagani [61].

All the above results deal with the head reduction, i.e. a non-lazy cbn operational semantics.
For lazy strategies, a different approach is available, based on the notion of applicative bisim-
ulation, which is the main subject of this chapter. The idea dates back to Abramsky [1] and
consists in looking at the operational semantics as a transition system having A-terms as states
and transitions given by the evaluation of the application between A-terms. The benefit of this
setting is to transport into A-calculus the whole theory of bisimilarity and its associated coin-
ductive reasoning, which is a fundamental tool for comparing processes in concurrency theory.
Basically, two terms M and N are applicative bisimilar (in symbols M ~ N) whenever their
applications M P and NP reduce to applicative bisimilar values for any argument P.

This approach has been lifted to the probabilistic A-calculus in a series of works by Dal Lago
et al. [27, 22, 23|, introducing the notion of probabilistic applicative bisimilarity (PAB) for lazy
semantics. In particular, PAB is proven to be sound with the context equivalence in both cbv
and cbn, but only cbv PAB is fully abstract. In case of lazy cbn, we have terms like:

M = \zy.(z D y) N 2 (Azy.x) ® (A\zy.y) (5.1)

such that M =4 N but M ¢ N. In fact, lazy PAB is able to discriminate between a term where
a choice can be performed before any interaction, like N, and a term that needs to interact in order
to trigger a choice, like M. Notice that this difference is caught also by cbv context semantics.
For example, the two terms in (5.1) are distinguished by the context C = (Av.(vIQ)(vIQ))[-] in
cbv, because the total mass of [C[M]]cby is 0.25, while that of [C[N]]cby is 0.5. This is not the
case in cbn, because [C[M]]cbn = [C[N]]cbn has mass 0.25.

In [27] the authors analyse the above example remarking that the cbn policy misses the
“capability of copying a term after having evaluated it”. This is indeed a fundamental primitive
in probabilistic programming: when implementing a probabilistic algorithm we need often to toss
a coin and then to pass the result of this tossing to several subroutines. It is then common to
extend a probabilistic language with a let constructor, often called sampling, evaluating a choice
before passing it to a function even in a cbn semantics. As expected, it is shown by Kasterovic
and Pagani [53] that such an extension recovers cbn PAB full abstraction, as terms like (5.1)
become contextually different.

The above considerations lead us to the following striking observations. First, it has been
proven that in simply typed languages the presence of the let constructor does not affect the
discriminating power of the context equivalence. For example, in probabilistic PCF the lazy cbn
context equivalence coincides with the equality in the model of probabilistic coherence spaces [36,
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37], with or without a sampling primitive. Why this neat difference with an untyped framework?
Second, we have already mentioned several denotational models of Ag which are fully abstract
with respect to a pure cbn context equivalence, so without this “capability of copying a term
after having evaluated it”. Is it really so necessary for getting a fully abstract PAB?

The first question can be easily answered by focussing on the laziness constraint of the
operational semantics. Every A-abstraction is a value for a lazy semantics. This does not affect
the set of observables in a simply typed setting (as PCF), because it is defined on ground types
(booleans, numerals, etc). By contrast, every term is a function in an untyped setting, so the
laziness radically changes what we can observe in the behaviour of a term. The goal of this
chapter is to show that also the second question deals with laziness: we prove that PAB is fully
abstract for the head reduction (Theorem 134). This is unexpected: non-lazy semantics seems
to have no need of the sampling primitives in order to have fully abstract PAB, even with a cbn
policy and an untyped setting.

On a more technical side, we stress that our proofs of soundness and completeness follow a
different reasoning than the one used in probabilistic lazy semantics [22, 23, 53]. First, the sound-
ness (~ C =) does not need a Howe lifting [52], as we prove a Context Lemma (Lemma 119) for
=cxt and an applicative property of ~ (Lemma 125), the latter using the notion of probabilistic
assignments as in [27]. Second, and more fundamental, the proof of completeness (=cxt C ~) is
not achieved by transforming PAB into a testing equivalence using a theorem by van Breugel et
al. [92], as in Crubillé and Dal Lago [22]. Rather, we use the Leventis Separation property [60]
to prove that the context equivalence is a probabilistic applicative bisimulation and so contained
in PAB by definition (Theorem 134).

What about inequalities? All equivalences introduced so far have an asymmetric version:
the context preorder and the probabilistic applicative similarity (PAS). We prove also that PAS
is sound but not complete with respect to the context inequality. We give a counterexample
to the full abstraction in the asymmetric case (see (5.16)) and we argue that extending the
calculus with Plotkin’s parallel disjunction [76], as done by Crubille and Dal Lago in [23], is
enough to circumvent the counterexample. This leaves some room for the conjecture that the
full abstraction for PAS can be somehow restored in this extended calculus.

Outline of the chapter. In this chapter we show that probabilistic applicative bisimilarity
is fully abstract for the head reduction, also known as non-lazy cbn, in the pure and untyped
probabilistic A-calculus. In Section 5.1 we present the probabilistic A-calculus endowed with a
big-step probabilistic operational semantics based on the head spine reduction (Section 5.1.1
and 5.1.2), and we define the context preorder and context equivalence relations (Section 5.1.3).
Then we recall the basic notions and results about probabilistic similarity and bisimilarity (Sec-
tion 5.1.4), and we introduce PAS (probabilistic applicative similarity) and PAB (probabilistic
applicative bisimilarity) (Section 5.1.5). In Section 5.2 we prove that the head reduction and
the head spine reduction yield the same operational semantics. On the one hand, the latter
evaluation policy allows for a simpler proof of the Soundness Theorem. On the other hand, the
equivalence between the two reduction strategies enables us to show the Completeness Theorem
using Leventis’ Separation [60] for the head reduction. In Section 5.3 we prove the Context
Lemma (Section 5.3.1), and we apply it to show that PAS is included in the context preorder
relation, and hence that PAB is sound with respect to the context equivalence (Section 5.3.2).
In Section 5.3 we briefly recall from [60] the probabilistic Nakajima trees and the Separation
Theorem (Section 5.4.1), and we use the latter to prove that PAB is complete, and hence fully
abstract, with respect to the context equivalence (Section 5.4.2). Finally, we introduce a coun-
terexample to the completeness property relating PAS with the context preorder (Section 5.4.3),
and we discuss how a full abstraction result for PAS can be obtained in an extended calculus
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(Section 5.4.4).

5.1 Preliminaries

In this section we introduce the fundamental notions of the chapter. We first present the syn-
tax and the operational semantics of the probabilistic A-calculus Ag, on top of which we shall
consider the context preorder and the context equivalence relations. Then, we recall Larsen and
Skou’s probabilistic (bi)similarity on labelled Markov chains [58]. Following [27, 22, 53], we shall
apply Abramsky’s applicative (bi)similarity [1] to the operational semantics of Ag, getting the
probabilistic applicative (bi)similarity.

5.1.1 The probabilistic A-calculus A

The probabilistic A-calculus is the pure, untyped A-calculus extended with a binary sum operator
@ representing a fair choice. The terms of the probabilistic A-calculus are defined like in [27, 53],
where the head normal forms will be considered as values:

Definition 67 (Terms and head normal forms). Let V = {z,y,...} be a denumerable set of
variables. The set Ag of (probabilistic A-)terms is generated by the following grammar:

M:=gz|\e.M | MM|M&M (5.2)

where x € V. A term is in (or is a) head normal form if it is of the form Azq ... 2n.yNy ... Ny,
for some n,m € N. If n = 0 then the term is also called neutral. Head normal forms are ranged
over by metavariables like H. The set of all head normal forms will be denoted by HNF, the set
of all neutral terms will be denoted by NEUT.

Terms are considered modulo renaming of bound variables. The set of free variables of a
term M (i.e. FV(M)) and the clash-free substitution of N for the free occurrences of z in M
(i.e. M[N/z]) are defined in a standard way. Finite subsets of V are ranged over by I'. Given
T, the set of terms (resp. head normal forms) whose free variables are within T' is denoted Aé

(resp. HNFD).

Example 22. Useful terms are the identity I £ Az.z, the boolean values T £ A\zy.r and
F £ \zy.y, the duplicator A £ \z.zz, the ever looping term ©Q £ AA and the Turing fixed-
point combinator ® £ (Az.\y.(y(zzy)))(Az.\y.(y(zxy))). An example of probabilistic A-term
that does not belong to the standard A-calculus is hid £ I @ Q.

Definition 68 (Context). A context of Ag is a term containing a unique hole [-], generated by
the following grammar:

C=[]| \eC|CM|MC|COM | MaC (5.3)

We denote by CAg the set of all contexts. Given C € CAg and M € Ag, C[M] denotes a
term obtained by substituting the unique hole in C with M allowing the possible capture of free
variables of M. A head context is a context of the form Az;...z,.[]L1 ... Ly, or AZ.[]L for
short, where n,m > 0 and L; € Ag. We denote by HAg the set of all head contexts, that are
ranged over by £.

In the probabilistic semantics for Ag, a term reduces not to a single head normal form but
rather to a subprobability distribution over HNF:
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sl 52 — 53
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Figure 5.1: Big-step approximation.

Definition 69 (Head distributions). A head distribution is a subprobability distribution over
HNF, i.e. a function 2 : HNF — [0, 1] such that:

> gH) <L

HcHNF

In Section 2.5.2 we introduced the basic definitions and conventions related to subprobability
distributions. So, for example, ® (HNF) stands for the set of all head distributions and <g5 for
the pointwise order on © (HNF); moreover, L denotes the null distribution, while Z(X) denotes
Y nex Z(H) whenever X C HNF. We may also write Z(X) for a generic subset X C Ag of
terms, meaning in fact 2(X N HNF).

Head distributions are subprobability distributions, and hence they do not necessarily sum to
1. This allows us to model divergence, and to look at some distributions as “approximations” of
others by comparing them with the pointwise order <g on ©®(HNF), where (D(HNF), <gp) is a
directed-complete partial order with least element L (see (2.2) in Section 2.5.2).

Given a head distribution 2, the head distribution Az.Z is defined, for all H € HNF, as
follows:

2(H') it H= ) z.H', for some H' € HNF,

0 otherwise.

(mgwﬁﬁ{

We now endow Ag with a big-step probabilistic operational semantics based on the head spine
reduction strategy [84], a variant of the usual head reduction. Following Dal Lago and Zorzi [29],
this can be done in two stages. First we inductively define a notion of big-step approximation
relation M || & between a term M and head distribution &, which captures convergence. Then,
we define the big-step semantics [M] of M as the supremum of all its big-step approximations.

Definition 70 (Big-step approximation). The big-step approximation relation | C Ag x® (HNF)
is defined by the rules in Figure 5.1.
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The approximation relation |} in Definition 70 is not a function: many different head distri-
butions can be put in correspondence with the same term M, because of the rule sl that allows
one to “give up” while looking for a distribution of a term. In other words, | is not meant to be a
way to attribute one head distribution to every term, but rather to find all finitary approximants
of the unique head distribution we are looking for.

Definition 71 (Big-step semantics). The big-step semantics of a term M € Ag is defined by:
[M] £ sup{2 | M § 9}.

The big-step semantics of a term is always a head distribution, as a consequence of (2.2)
(Section 2.5.2) and the following lemma:

Lemma 96. For every M € Ag, {2 € D(HNF) | M || 2} is a directed set.

Proof. We have to show that, for every M € Ag, if M || 2 and M || & then there exits
F € D(HNF) such that M || # and 2,8 <5 .%. The proof is by induction on the structure of
the derivations of M |} 2 and M || &. If 2 = L then .% £ &. Similarly, if & = L then .Z £ 2.
Otherwise, we consider the structure of M. If M is a variable, say x, then the last rule of both
M| 2 and M || & is s2, and we set .# £ x. If M is an abstraction, say Az.M’, then the last
rule of both M |} 2 and M |} & is s3:
M/ U/ 9/ M/ ‘U( (gJ/
— 3 — 3
Ae. M} 9 Az M| &

By induction hypothesis, there exists .#’ such that M’ | #' and 2',&" <o F', so that we set
Z £ \x.Z'. If M is an application, say M’'N, the last rule of both M || 2 and M | & is s4:

M7 {H[N/x] |} @}},N}AI.HGSHPP(Q’)

4
M'N |2 3
M’ 4 &' {H[N/.’E] J éa[%,N}Am.HGsupp(g”) <1

M'N| &

By induction hypothesis, there exist .%’ such that M’ || .%’ and &', &’ <5 .%’. Moreover, for
all H € supp(#'), if H € supp(2’) Nsupp(&”) then, by induction hypothesis, there exists ¥ y
such that H[L/x] |} 9  and P n, & n < Yy - Hence, we set:

Dy n i H € supp(2') and H ¢ supp(&”),
Epn if H € supp(6”) and H ¢ supp(2'),

Fhu 2
’ Yy n if H € supp(Z2') Nsupp(&”),
L otherwise.
Then, we define:
T 2 S FOaH) T+ > Z'(H)-HN
Az.H € supp(F’) He supp(#/)NNEUT

The last case is when M is a probabilistic sum, say M’ @® M"'. Then the last rule of both M |} &
and M |} & is sb:

Ml ‘Uf @I M/l *U @l! 5 M/ *U’ g/ M// U’ éo//
MoM Vo MaoM | &

sb
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By induction hypothesis, there exist .%’ and .#" such that M’ || #’ and 2',&" <o F’, as well
as M | F" and 9",&" <o .F'. Then, it suffices to define .F £ % - F 4+ % - F. O

Note that, if M is deterministic, i.e. a term without the probabilistic sum &, then either M
has a unique head normal form H and [M](H) =1, or M is a diverging term and [M] = L. So
[] generalises the usual deterministic semantics.

Example 23. Consider the term M 2 A(T @ F). One can easily check that the rules in

Figure 5.1 allow us to derive M || Z for any Z in the following set {J_, % -y T, % -y F, % :

L4 owT+3 MF, T+ 3 L L gF+ 5L 32T+ ayF+ 1 T} The latter
head distribution is the supremum of this set and so it defines the semantics of M.
Example 23 is about normalizing terms, which means here terms M with semantics of total

mass » [M] = 1 and such that there exists a unique finite derivation giving M |} [M]. Standard
non-converging terms give partiality:

Example 24. By inspection on the rule s4 in Figure 5.1, one can check that ©Q || & only if
2 =1, s0 [Q2] = L. As a consequence we also have, e.g. [ ®I] =1 L

The probabilistic A-calculus allows us also for almost sure terminating terms, namely terms
M such that > [M] = 1 but without finite derivations of M | [M]:

Example 25. Consider the derivation of MM | Z?Zl Qi -y depicted in Figure 5.2, where

M = \z.(y @ xx). Any such finite approximation of [M M| gives a head distribution of the form
iy 55 -y, for some n > 1, but only the limit sum sup!_; > o - y is equal to y, thus yielding
[MM] =y.

The operational semantics can be defined inductively, as the following proposition states:
Proposition 97. For every M,N € Ag and H € HNF:
(]) HMN]] = Z)\z.Hesupp([[M]]) HMH()‘:I;H) ' [[H[N/x”] + ZH € supp([M]) F‘INEUT[[MH(H) : HN7
(2) [(Az.H)N] = [H[N/z]],
(3) [Ax.M] = \x.[M],
(4) [M & N] = 3[M] + 3[N].
Moreover, for every H € HNF, [H] = H.

Proof. First, we prove point (1). Let & be such that MN | 2. The case ¥ = L is trivial,
so suppose 2 # 1. Then, M N |} 2 must be obtained by applying the rule s4 to the premises
M |} & and {H[N/x] { Fu N}re.H e supp(&), 50 that Z is of the form:

Y EQwH)-Fun + > &(H)-HN (5.4)
Az.H € supp(&) H € supp(6) N\NEUT

This proves the <p direction. For the converse, suppose that & is a head distribution such
that M | & and, for all Az.H € supp(&), suppose Fy n is a head distribution such that
H[N/z] | #u n. By applying rule s4, we get MN | &, where Z is as in (5.4), and the result
follows.

Point (2) is a special case of point (1) where M = Az.H. So, let us prove point (3). As for
the <p direction, suppose \x.M |} ¥. The case ¥ = L is trivial, so suppose ¥ # L. Then,
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Ax.M |} 2 must be obtained from M |} 2’ by applying rule s3, where 2 = \z.2’, so that
[AM.M] <o Az.[M]. For the converse, suppose 2 is a head distribution such that M |} 2. By
applying rule s3 we get Az.M || Ax.2, so that A\x.[M] <gp [Az.M]. Point (4) is similar.
Finally, for all H € HNF, we prove [H] = H by induction on the structure of H. If H is a
variable, say z, then [z] = z. If H is an abstraction, say Az.H’, then H’ is a head normal form.
By induction hypothesis, [H'] = H’. By point (3) we have [Az.H'] = \x.[H'] = Az.H'. Last,
if H is an application, say M N, then M must be of the form zP; ... P,. By point (1), we have
[MN] = [¢P; ... P,J(zP, ... P,) - 2P ...P,N = 2P, ... P,N. 0

5.1.2 Head reduction and head spine reduction

The rules in Figure 5.1 do not correspond to the standard head reduction of the A-calculus, but
implement a variant of it, called head spine reduction in [84]. Both the head and head spine
reduction strategies can be introduced as probabilistic transition relations over Ag, i.e. relations
R C Ag x [0,1] X Ag such that, for all M € Ag, >0, vt &, v P <1 (see Section 2.5.2).

Definition 72 (Head and head spine reductions). We define — (head reduction) and --» (head
spine reduction) as the following probabilistic transition relations over Ag:

M = E[(\y.P)Q, N =E[P[Q/y]], € € HAg, p =1,
or
M=, N2 M =E[P @& P), P, # P2, N=E[P], £ €HAg, p= 3,
or
M=EP@P],N=E[P], £ €HAg,p=1.

M =¢E[(My.H)Q], N =E[H[Q/y]], H € HNF, £ € HAg, p =1,

or
M = E[(M\y.P)Q], P --», P, N = E[(M\y.P)Q], £ € HAg,
M --», N £ or
M:g[Pl@PQ},Pl#PQ,N:(E'[.PA,EGHA@,]?:%,
or

M=E[P®P], N=E[P],E €eHAg,p=1.
Let us state some remarkable properties concerning both the head and head spine reductions:
Lemma 98. Let M,N,L € Ag:
(1) Application: if M --», N then ML --+, NL,
(2) Substitution: if M —, N then M[L/x] —, N[L/z],
(3) Abstraction: if M R, N then Az.M R, Az.N, for R € {—,--»}.
Proof. Straightforward. O

Observe that the application property does not hold for the head reduction. For example,
Az Il —, AzI, but Az ID)I —, II # (Az.I)I. Also, the substitution property does not hold
for the head spine reduction. For example, if M £ (Az.y)I then M --», y but M[Q/y] --+,

M[Q/y] # y[/y].
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Let us see the difference between the two reduction strategies on a deterministic A-term,
eg. M = (\r.(\y.x)y)z. The (small-step) head reduction first evaluates the outermost redex
of M, getting (A\y.z)y, and then the latter term, terminating in the head normal form z. The
(small-step) head spine reduction first evaluates the body of A\z.(Ay.z)y to a head normal form,
so getting the term Az.x and then it fires the application of the latter to the variable z, getting
z. The two reduction sequences are different but they give the same result (and actually with
the same number of reduction steps). We prove in Theorem 111 that this is always the case,
even in a probabilistic setting. Hence, the definition of [-] in Definition 71 is just another way of
presenting the operational semantics generated by the head reduction and discussed, for example,
in [35, 60, 61].

We decided to consider the head spine reduction for several reasons. First, because it has a
compact big-step presentation. Indeed, defining a big-step semantics based on the head reduction
strategy requires a further notion of value as well as a further approximation relation. On the
one hand, beside the head distributions &, we need distributions # of weak head normal forms,
i.e. terms which are either neutral or abstractions. On the other hand, beside the big-step
approximation relation based on the head reduction strategy, say {}n, we need another one for
the lazy call-by-name evaluation, we denote by |cpn. Then, for example, the big-step rule for the
application looks like the following:

M Jrcbn V4 {P[N/.’E] llh @P,N}AI.PGSUpp(W)
MN |y Z)\r.Pesupp(W) W()\.’EP) ’ @P,N + ZHE supp(#) NNEUT W(H) -HN

The operational meaning of the above rule can be described as follows: whenever an ap-
plication M N is reached during the head reduction, M needs to be evaluated under a lazy
call-by-name policy until some weak head normal form is obtained; if the weak head normal
form is an abstraction Az.P, then we apply the head reduction on P[N/x].

Another reason why we introduced an operational semantics based on the head spine reduction
is because it fits perfectly into the Ag-Markov chain definition, as we shall see in Remark 16. On
the one side, this allows us for a simpler proof of the Soundness Theorem (Theorem 126). On
the other side, the equivalence with the head reduction makes available the separation property
(here Theorem 129) that Leventis proved for the head reduction strategy [60] and that will play
a crucial role for completeness.

5.1.3 Context equivalence

A standard way of comparing terms is by observing their behaviours within contexts. Intuitively,
two terms M and N are considered as equivalent if any occurrence of M in another term L can
be replaced with N without changing the observable behaviour of L. The typical observation
in Ag is the probability of converging to a value. Since in this setting values are head normal
forms, context preorder <. and context equivalence =y can be defined as follows:

Definition 73 (Context equivalence). For every M, N € Ag:
(1) Context preorder: M <. N if and only if, for all C € CAg, > [C[M]] < D ICIN]];
(2) Context equivalence: M =y N if and only if, for all C € CAg, > [C[M]] = > [C[N]].
Note that M = N if and only if M <. N and N <.y M.

Example 26. Consider the terms M £ \zyz.z(z @) and N £ Azyz.(z2 @ zy). They can be
discriminated by the context C £ [-]QIA, where ©, I, and A are as in Example 22. In Figure 5.3
we show that Y [C[M]] = ; and Y [C[N]] = 3.
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Contexts enjoy the following monotonicity property:

Lemma 99. Let M,N € Ag:

(1) if [M] <o [N] then ¥C € CAg, [C[M]] <o [C[N]];

(2) if [M] = [N] then ¥VC € CAg, [C[M]] = [C[N]].
Proof. Point (2) follows from point (1). Concerning the latter, we prove it by structural induction
on the context C € CAg. The case C = [] is trivial. Let C = Ax.C’ and let 2 be such that
Ax.C'[M] { 2. By Proposition 97.(3) there exists 2’ such that C'[M] | 2’ and 2 <o A\z.2’. By
induction hypothesis, there exists &’ such that C'[N] || & and 2’ <5 &'. We define & £ \z.&”,
so that Ax.C'[N] | & and 2 <o \2.2’' <p Az.&’ = &. We now consider the case C = C'L (the
case C = LC' is similar). Let 2 be such that C'[M]L |} 2. By Proposition 97.(1), there exist head
distributions 2’ and {Zu. 1. } ae. 5 € supp(2) such that C'[M] |} 2", {H[L/x] { P11} 2.1 € supp(27)>
and:

2 <o > 9'O\e.H) - Dyp + > 2'(H)-HL
Az.H € supp(2') H esupp(2’)NNEUT

By induction hypothesis, there exists a head distribution &” such that C’'[N] | &’ and 2’ <gp &".
For all A\x.H € supp(&”’), we set:

a |9 if \x.H € supp(9'),
Eu,L = ’ .
’ L otherwise.
&L > E'M\e.H) - Enp + > &'(H)-HL
Az.H € supp(&’) H € supp(&’)NNEUT

Therefore, C'[N]L || & and 2 <o &. Finally, let us consider the case C = C' @ L (the case
C = L@ (' is symmetric). Let 2 be such that C'[M] @ L |} 2. By Proposition 97.(4), there exist
2" and 9" such that C'[M] |} ', L | 2" and 9 <5 1 -2'+ - 2". By induction hypothesis,
there exists &” such that C'[N] |} 6’ and 2’ <g &'. We define & = 5 - &' + 5 - 2", so that
CINJOL{&and P <9t P+ 5 - 7" <o 3 -+1-9"=6. O

An immediate consequence of Lemma 99 is the soundness of the operational semantics:
Proposition 100. Let M, N € Ag:
(1) if [M] <o [N] then M <cxi N,
(2) if [M] = [N] then M =.x N.

Thanks to Proposition 100, one can prove that quite different terms are indeed context
equivalent, as the following example shows:

Example 27. The term MM in Example 25 and y are context equivalent, i.e. MM =t vy,
since [MM] = y.

However, not all context equivalent terms have the same semantics:

Example 28. The term Az.z and its n-expansion A\zy.ry are context equivalent but [Az.x] =
Az.x # dxy.xy = [Azy.ay].

Proving context equivalence might be rather difficult since its definition quantifies over the
set of all contexts. Fortunately, various other tools can be deployed to show the equivalence of
terms. An example is bisimilarity, we shall discuss in the next subsection. Checking that two
terms are bisimilar requires the existence of a particular relation, called “bisimulation”. Proving
that bisimilarity and context equivalence actually coincide would imply that the latter can be
established using the much more tractable operational techniques coming from bisimilarity.
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5.1.4 Probabilistic (bi)similarity

Following [27], we recall here the main definitions and basic properties about labelled Markov
chains and its associated probabilistic (bi)similarity [58], as these do not depend on a specific
operational semantics. In the next subsection, we shall apply these notions to the operational
semantics of Ag, getting the probabilistic applicative (bi)similarity.

In Section 2.5.2 we introduced the basic definitions and conventions concerning relations. So,
for example, R(X) stands for the image of X under R, R° is the converse of R, and X/R
denotes the set of all equivalence classes modulo R, provided that the latter is an equivalence
relation.

Definition 74 (Labelled Markov chain). A labelled Markov chain is a triple M = (S, L, P),
where § is a countable set of states, £ is a set of labels (actions) and P is a transition probability
matrix, i.e. a function P : S x L x § — [0, 1] satisfying the following condition:

VseS,vieLl: ) P(slt)<1.
tes
We let the expression P(s,[, X) denote ), P(s,1,t).
Probabilistic simulation and probabilistic bisimulation can be defined as follows:

Definition 75 (Probabilistic (bi)simulation). Let (S, L, P) be a labelled Markov chain and R
be a relation over S:

(1) R is a probabilistic simulation if it is a preorder and it satisfies the following condition:
V(s,t) eR,VX CS,VlieL: P(s, 1, X) <P, 1, R(X)).
(2) R is a probabilistic bisimulation if it is an equivalence and it satisfies the following condition:

V(s,t) eR,YEE€S/R,VleL:  P(s,I,E)=P(t1,E).

Probabilistic (bi)similarity is the union of all probabilistic (bi)simulations.

Definition 76 (Probabilistic (bi)similarity). Let (S, L,P) be a labelled Markov chain. Then,
for all s,t € S:

(1) Probabilistic similarity: s <t if and only if IR probabilistic simulation such that s R t;
(2) Probabilistic bisimilarity: s ~ t if and only if IR probabilistic bisimulation such that s R t.

We shall prove that both = and ~ are in turn, respectively, a probabilistic simulation and a
probabilistic bisimulation. Now, a probabilistic bisimulation has to be, by definition, an equiva-
lence relation, and the union of two equivalence relations is not in general an equivalence relation.
The following is a standard way to overcome the problem:

Lemma 101. If {R;}icr is a collection of probabilistic bisimulations, then also their reflexive
and transitive closure ({J;c; Ri)* is a probabilistic bisimulation.

Proof. Let us fix T £ (U;c; Ri)*, which is by definition reflexive and transitive. Let us prove
that 7 is symmetric. If (s,¢) € T then there are n > 0 states vy, ...,v, such that vy = s,
v, = t and, for all 1 < ¢ < n, there exists j € I such that (v;—1v;) € Rj. By the symmetry
of each of the R;, we easily get that (v;,v;—1) € R;. As a consequence, we have (t,s) € T.
Now, let (s,t) € T,1 € L, and E € §/T. Then, there are n > 0 states vy, ..., v, such that
vo = 8, v, =t and, for all 1 < ¢ < n, there exists j € I such that (v;—1,v;) € R;. We have
P(s,l, E) = P(vg, [, E) = ... =P(vn,, E) = P(t, 1, E). O

127



Proposition 102. The relation ~ is a probabilistic bisimulation.

Proof. By Lemma 101, (~)* is a probabilistic bisimulation, so that it suffices to prove that
~= (~)*. On the one hand, we clearly have ~C (~)*. On the other hand, since (~)* is a
probabilistic bisimulation, it is included in the union of them all, that is, ~. O

The following lemma is analogous to Lemma 101.

Lemma 103. If {R;}icr is a collection of probabilistic simulations, then also their reflexive and
transitive closure (;,c; Ri)* is a probabilistic simulation.

Proof. R 2 (U;c; Ri)* is a preorder by construction. So, let (s,¢) € R, andlet/ € L and X C S.
Then there are n > 0 states vg,...,v, such that vg = s, v, = t and, for all 1 < i < n, there
exists j; € I such that v;_; R, v;. As a consequence, for every [ € £ and for every X C S, we

have:
’P(’Uo,l,X) S P(Ul,l,le(X)) S P(UQ,Z,Rjz(le (X))) S

<SP, LR, (L (R4, (R4, (X))
Since by definition R;, (... (R;,(R;,(X)))) € R(X), we have P(s,l, X) < P(t,l,R(X)). O
Proposition 104. The relation 3 is a probabilistic simulation.
Proof. Similar to Proposition 102. O
We now prove that ~ = 3N <. To begin with, we prove some preliminary lemmas.
Lemma 105. IfR is a symmetric probabilistic simulation, then R is a probabilistic bisimulation.

Proof. If R is a symmetric probabilistic simulation, by definition, it is an equivalence relation.
Now, let (s,t) € R,l € L, and E € §/R. On the one hand, since R is a probabilistic simulation,
we have P(s,l,E) < P(t,l,R(E)), but R(E) = E. Since R is symmetric, we also have (¢,s) € R,
which implies P(¢,1, E) < P(s,l, E). O

Lemma 106. If R is a probabilistic bisimulation, then R and R°P are probabilistic simulations.

Proof. Notice that, since R is symmetric by assumption, if R is a probabilistic simulation then
R°P is a probabilistic simulation. So, let us prove that R is a probabilistic simulation. Clearly,
it is a preorder. Let (s,t) € R, 1 € £, and X C S. Consider the family {X;};cs of all equivalence
subclasses modulo R contained in X, i.e. for all i € I, we have X; C E; € S/R and X = UiEI X;.
As a consequence, R(X) = |#,.; Ei. Therefore, we have:

P(s,1,X) =Y P(s,1,X:) <> Pls,,E;) =Y _ P(t,1, E;) = P(t, 1, R(X)). O
el icl el
Proposition 107. It holds that ~ = 3N 3.

Proof. The fact that ~ is a subset of <N 2 is a straightforward consequence of Lemma 106.
Let us now prove the converse, i.e. that XN = is a probabilistic bisimulation. Clearly, it is
an equivalence relation. Now, let (s,t) € (3N Z?), 1 € L, and E € §/(3N 3). Define the
following two sets of states X £ Z(F) and Y = X — E. Observe that Y and E are disjoint sets
of states whose union is precisely X. Moreover, notice that both X and Y are closed w.r.t. =:

e On the one hand, if s € 3(X), then s € 3(Z(F)) = 3(F) = X;
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e On the other hand, if s € Z(Y) = Z(X — E), then there is t € X which is not in E such
that ¢ =X s. But then s is itself in X by the previous point. Moreover, s cannot be in E
because, otherwise, from ¢t € X = 3(F) we would have s 3 t, meaning that s and ¢ are in
the same equivalence class modulo XN 3, so that ¢ € E. A contradiction.

As a consequence, we have:

P(s,l, X) <Pt 1,3(X)) =P(t,1, X)

YUY~

P(t,1,X) < P(s,1, 3(X)) = P(s,1, X)

Hence, P(s,l,X) = P(t,1,X) and, similarly, P(s,,Y) = P(t,1,Y). Therefore, P(s,l,E) =
P(s,1,X)—=P(s,,Y)=P(,1,X) - P(t1Y)=P( L E). O

5.1.5 Probabilistic applicative (bi)similarity

In order to apply probabilistic (bi)similarity to Ag, we need to present its operational semantics
as a labelled Markov chain (Definition 77). Intuitively, terms are seen as states, while labels
are of two kinds: one can either evaluate a term (this kind of transition will be labelled by 7),
obtaining a distribution of head normal forms, or apply a head normal form to a term M (this
kind of transition will be labelled by M).

This idea has been first developed in the standard A-calculus by Abramsky [1], who called
the corresponding notion of bisimilarity “applicative”. Applicative bisimilarity has been then
studied in the probabilistic A-calculus for several reduction strategies like, for example, lazy call-
by-name (Dal Lago et al. [27]) and call-by-value (Crubillé and Dal Lago [22]). The benefit of this
approach is to check program equivalence via an ezistential quantifier (Definition 76.(2)) rather
than a universal one, as in the case of context equivalence (Definition 73.(2)).

For technical reasons, it is useful to consider only closed terms and to consider for each
closed head normal form H = Az.H’' two distinct representations, depending on the way we
consider it: either as a term or properly as a normal form, and in the latter case we indicate it as
H 2 vz H' to stress the difference. Consequently, we define TINF as the set of all “dlstmgulshed”
closed head normal form, namely {H | H € HNF(D}. More in general, if X C HNF?, we define
X2{H|HeX}.

Definition 77 (Ag-Markov chain). The Ag-Markov chain is the triple (Ag9 & m‘, Aga ©
{7}, Pg), where the set of states is the disjoint union of the set of closed terms and the set
of “distinguished” closed head normal forms, labels (actions) are either closed terms or the 7
action, and the transition probability matrix Pg is defined in the following way:

(i) for every closed term M and distinguished head normal form va.H:

Po(M, 1, ve.H) & [M](\x.H),

(ii) for every closed term M and distinguished head normal form vz.H:

Po(vz.H, M, H[M/x]) £

(iii) in all other cases, Pg returns 0.

Remark 16. In the Ag-Markov chain, a term M can be thought of as at the head of a (potentially
infinite) stack of applications, where at each time we first evaluate the head of the stack until
we reach a head normal form H (point (i)), and then we apply H to the next term of the
stack (point (ii)). This is exactly the behaviour of the head spine reduction on an application
MNj ...N,. Lemma 125 formalizes these intuitions.
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Since Ag can be seen as a labelled Markov chain, simulation and bisimulation can be defined
as well:

Definition 78 (PAS and PAB). A probabilistic applicative (bi)simulation is a probabilistic
(bi)simulation of the Ag-Markov chain. The probabilistic applicative similarity, PAS for short,
and the probabilistic applicative bisimilarity, PAB for short, are defined as in Definition 76.(1)
and Definition 76.(2).

From now on, with < (resp. ~) we mean probabilistic applicative similarity (resp. bisimilar-
ity).

The notions of PAS and PAB are defined on closed terms. We extend them to open terms in
the following way:

Definition 79 (PAS and PAB for open terms). Let M, N € Agl""’w"}. Then:
(1) M =2 N if and only if Ay ...2. M S Azq...2,.N.
(2) M ~ N if and only if Azy ...z, M ~ A2y ... 2,.N.

One can notice that the order of the abstractions in the term closure does not affect the
obtained relation.

The following proposition is analogous to Proposition 100, stating the soundness of the op-
erational semantics with respect to both PAS and PAB.

Proposition 108. Let M, N € Ag:
(1) if [M] <o [N] then M I N,
(2) if [M] = [N] then M ~ N.

Proof. We prove only the inequality soundness, as the equality one is an immediate consequence
by Proposition 107. Let us first show point (1) for closed terms. So, suppose M, N € Ag9
be such that [M] <p [N], and consider the relation R = {(P,Q) € A% x A% | [P] <o
QY U{(ve.H,vz.H) € HNF x ﬁﬁi} If we show that R is a PAS, then R C Z, and hence
M = N. Clearly, R is a preorder. Now, let (P,Q), (va.H,vz.H) € R, and let X C A% U INF.
It is straightforward that Pg(va.H,l, X) < Pg(ve.H,l,R(X)), for all | € A% U {7}. Moreover,

for all F € A% we have 0 = Py (P, F, X) < Pg(Q, F,R(X)). Last:

Pe(P,7,X)= Y Pg(P7va.H)=[P)(X NHNF)
ve. HeX
< [QI(X NHNF) = Pg(Q, 7, R(X))

Hence, for all I € AL U {7} and X C A% UHNF, we have Pe (P, 1, X) < Ps(Q,1, R(X)).
Now, let M, N € Agl"”’x"} be such that [M] <o [/N]. This means that Az;...xz,.[M] <o
Az ...2,.[N], and hence [Axy...z,.M] <o [Mz1...2,.N] by Proposition 97.(3). Since these
terms are closed, we have A\xy ...z, M = Axy...2,.N. By Definition 79, M X N.

O

Example 29. Let us show that I ~ Azy.zy so that, from the soundness (Theorem 126),
one can infer I = Azy.zy. Let us define R; £ {(I, Azy.zy), ()\xy.xy,I)}, as well as Ry £
{(T, Ve AY.ay), (Vx.)\y.xy,i)} and Rz £ ~. Let R 2 (R; URy UR3)*. Since Ry UR, UR3 is a
symmetric relation, then its reflexive and transitive closure R £ (R1 UR2 UR3)* is an equiva-
lence. Let us prove that it is a probabilistic bisimulation. We have to prove that Pg(M,[, E) =
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Pa(N,1,E), ¥(M,N) € R, VE € (A% UHNF)/R, VI € A% U {r}. Notice that, if this holds
for (M,N) € (R1 UR2UR3), then we are done. Indeed, suppose (M, N) € R. Then there
exists n > 0 and Py,...,P, € A% UHNF such that Py = M, P, = N and P, ,R;,P; for
every 1 < i < n, where 1 < j; < 3. Hence, we have Pg(M,[,E) = Pg(Py,l, E)
Pe(Pn,l,E) = Pg(N,,E), VE € (A} U ﬁl\\T_f‘)/R, vl € A% U {r}. Let us now show the case
(M,N) € (RiUR2URs3). If (M,N) € R3 we just apply Proposition 102. Otherwise, it suffices
to consider (I, \zy.xy) and (T, vz Ay.xzy). Recall that, by Definition 77, Pg(M, N, E) = 0 and
Pe(H,7,E) =0, for all M, N € AY, H € ANF and E € (A%, UﬁN/P‘)/R On the one hand, since
(I,vz.Ay.ay) € R, we have I € E if and only if va \y.zy € E, forall E € (A%Uﬁ_ﬂi‘)/R. This im-
plies Pg(I, 7, E) = Pg(Azy.ay, 7, E), for all E € (Ag9 U}m)/R On the other hand, since terms
are considered modulo renaming of bound variables, by Proposition 97 we have [N] = [Ay.Ny],
for all N € Ag9 (notice that this equality may fail if N has free variables). By Proposition 108,

N ~ Ay.Ny, and hence N € F if and only if A\y.Ny € E, for all E € (Age U }TN/F)/R This
implies Pg (I, N, E) = P (vz.\y.zy, N, E), for all N € A% and for all E € (Ag9 U ﬁﬁf‘)/R

Example 30. We show that the terms M £ Azyz.z(z @ y) and N £ Azyz.(zx @ 2y) in
Example 26 are not bisimilar. Indeed, suppose for the sake of contradiction that a proba-
bilistic bisimulation R such that (M, N) € R exists. By definition R is an equivalence re-

lation. Let E € (A(g9 U ﬁl\\ﬁ?)/R be such that va.\yz.z(x @ y) € E. Then it must be that
Pe(M,7,E) =1 = Pg(N,7,E), and it follows that both vz.\yz.zzx and va.\yz.zy are in E,
so that (vz.\yz.z(x @ y),ve. yz.zx) € R. Then it must be that Pg(ve.dyz.z(z & y), R, Ey) =
1 = Pg(vedyz.zz,Q, Ey), for some By € (A) U }TN/F)/R containing both Ayz.z(Q @ y) and
Ayz.zQ € Eq, which implies (Ayz.z(Q @ y), A\yz.2Q) € R. By a similar reasoning, we get that R
contains the pairs (vy.Az.z2(Q @ y), vy.Az.202), (Az.2(QLDI), A2.202), and (vz.2(Q S I),vz.2Q).
Now, let E5 be an equivalence class containing I(Q2 @ I). From Pg(rvz.2(Q @ 1), Ey) =1 =
Py (vz.2Q,1, E3) we get that IQ € Es, ie. (I(Q @ 1),I2) € R. Finally, if E3 is an equivalence
class such that vz.x € E3, then Pg(I(Q®1), 7, E3) = 1 = Pg (I, 7, E3). This is a contradiction,
since Pg (I2, 7, E3) = 0. Therefore, the terms M and N are not bisimilar.

5.2 The head spine reduction is equivalent to the head re-
duction

In the previous section we endowed the probabilistic A-calculus with the big-step operational
semantics [-] introduced via the head spine reduction (Definition 71). This kind of semantics
is often called “distribution-based” (see [19]), since it involves a relation between terms and
distributions. The distribution-based semantics are opposed to the “term-based” ones (see [32]),
which consider relations between terms weighted with probabilities. Examples of term-based
semantics are the small-steps presentations of the head and head spine reduction strategies we
gave in Definition 72.

In this section we show that the head and head spine reduction strategies yield the same
operational semantics. First, we prove this property in a “term-based” setting, i.e. by considering
the probabilistic transition relations in Definition 72. Actually, we shall establish an even stronger
result: for all n € N the probability that a term converges to a fixed head normal form in exactly
n steps is the same for both strategies (Theorem 111). Then, we shall prove that the probabilistic
transition relation corresponding to the head spine evaluation generates exactly the distribution-
based semantics [-] (Theorem 115).
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5.2.1 Equivalence in a term-based setting

The following definition introduces the probability of convergence for both the head and head
spine reduction strategies in a term-based setting.

Definition 80 (H* and §). Let M € Ag, H € HNF and n € N. We define the probabil-
ity H*(M, H) (resp. S"(M, H)) that M converges to H in exactly n steps of head reduction
(resp. head spine reduction) as follows:

H"(M,H) = Z sz‘ S"(M,H) = Z sz‘

(Mo,...,Mn) s.t. Mo=M, =1 (Mo,...,Mn) s.t. Mo=M, =1
M, =H,Vi<n Miﬁpiﬁ»l M1 M, =H,Yi<n Mi779p1+1 M1

The probability H>°(M, H) (resp. S (M, H)) that M converges to H in an arbitrary number
of steps of head reduction (resp. head spine reduction) is defined as follows:

H®(M,H) 2> H"(M, H) S®(M,H) ZS” (M, H).
n=0
We now state and prove some basic properties about H™ and S”.
Lemma 109. Let M,N € Ag and H € HNF.
(1) If either X =H and R =—, or X =S and R =--», then:
e ifn=0and M = H then X"(M,H) = 1;
e ifn>0and M Ry M’ then X"(M,H) = X""1(M', H);
e ifn>0,MRL M, MRy M", then X"(M,H) = 1-X""Y(M',H)+1-X""Y(M", H);
2 2
e in all other cases, X™(M,H) = 0.
(2) For alln € N, H*(Ax. M, \xe.H) = H"(M,H) and S"(A\x.M, \x.H) = S"(M, H).
(8) For alln € N, H*(M[N/z],H) =3y, S reune H(M, H') - 1 (H'[N/z], H).
(4) For alln € N, S"(MN,H) =3 v S picune S{ (M, H') - S (H'N, H).
Proof. Concerning point (1), we just prove the case where n > 0, M —1 M’ and M —1 M":
=1

My s, Mo=M,
Z<’I’LM *)PH»lM"*’l

1 n—1
5 H bi
(Mo,...,Mp — 1) s.t. Mo=M', i=1
M, _1=H,Vi<n—1 M; i Dy MLJrl
1 n—1
Ty ) [I»
(Mo,...;Mp_1) s.t. Mo=M", i=1

M, _1=H,Vi<n—1 Mi_>pi+1M7',+1

1 1
— 5 'anfl(M/?H) + 5 _anfl(M//’H)'
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Concerning point (2), for all n € N we have:

H (M, H) = ) [I»

(Mo,...q,Mr,,,) s.t. Mo=M,
Mn,=H7Vi<nMi_>pi+1M1i+1

n

= > [1p: = #"(w.M, Aa.1).
(Az.Mo,..., Ax.M,) s.t. Az.Mo=X x.M, i=1
Ax.M,=\x.H,Vi<n )\at.Mi—>pi+1)\x.Mi+1

We prove the equation 8" (M, H) = §"(Az.M, Az.H) in a similar way.
Let us now prove point (3) by induction on n € N. We have three cases:

e If M is a head normal form, then H'(M, H') # 0 just when [ = 0 and H' = M. In all
cases, the equation holds.

e Suppose M — 1 My and M —1 Ms. If n = 0 then the equation trivially holds. Otherwise,
by Lemma 98. ( ) we have M[N/x] —1 Mi[N/x] and M[N/x] =1 M>[N/x]. Therefore:

H"(M[N/z),H) = = - H" ' (M;[N/z], H) + 3 ~H"—1(M2[N/x],H) point (1)

SN H(My,H)-H(H'[N/a], H)

l4+l'=n—1 H'€ HNF

>N WMy, HY) M (H'[N/x),H)  TH

I+l'=n—1 H'€ HNF

= > Y HHY (M H) H(H'[N/2), H) point (1)

l+l'=n—1 H'€ HNF

S>> H(M H) M (H'[N/a), H).

I+1'=n H’€ HNF

DN = N =

l\D\»—l

o If M —1 M’ then we proceed similarly.
Finally we prove point (4) by induction on n € N. We have three cases:

e If M is a head normal form, then 8"(M,H') # 0 whenever n = 0 and H' = M. In all
cases, the equation holds.

e Suppose M --» L M; and M --» 1 Ms. If n = 0 then the equation trivially holds. Other-
wise, by Lemma 98.(1) we have MN -1 M;N and MN -1 MsN. Therefore:

S"(MN,H)= = -S" *(M;N,H) + 5 -8"‘1(M2N, H) point (1)

> > S, H)-S"(H'N,H)
l+l/=n—1 H'€ HNF
1 ,
3 oY S(My,H')-S"(H'N, H) IH
l+1’=n—1 H'€ HNF
= > > S HE)-S"(H'N,H) point (1)
l+1'=n—1 H'€ HNF

>N Sl H) - SU(H'N, H).

I+1'=n H'€¢ HNF

N = N =

+
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o If M --»1 M’, we proceed similarly. O

For all n € N, we can construct the probabilistic transition relation —™ (resp. --»") from the
probabilistic transition relation — (resp --») of Definition 72 (see Section 2.5.2).

Lemma 110. If M --s, M’ then there exists ng € N and My € Ag such that M —>;}0+1 My
and M' —1° My. Diagrammatically:

M ---—--m- - s, M

no+1
no

1
P M

Proof. By induction on the structure of M. M cannot be a head normal form, so that we have
three cases:

o M = E[(\y.H)Q], where H € HNF and £ = )\f[]E € HAg. Then, M’ = E[H[Q/y]], and
A A /
we set ng = 0 and My = M’'.

o M = E&[(M\y.P)Q], where P --», P and € = \{7. L']E € HAg. Then, M’ = £[(\y.P')Q]. By
repeatedly applying Lemma 98.(1), PL --+, P'L. By induction hypothesis, there exist ny
and P, such that PL —>Zé’+1 P, and P'L —>Tf6 Py. By repeatedly applying Lemma 98.(2),
we have that P[Q/y]L —>Zé+1 Po[Q/y] and P'[Q/y]|L —>7f6 Po[Q /4], since y is not free in L.
Moreover, by repeatedly applying Lemma 98.(3), we have E[P[Q/y]] %Zé’ﬂ AE.Py|Q/y] and
E[P'[Q/y]] —>?l“ AT Po[Q/y]. We set ng = nf) +1 and My = A7.Py[Q/y]. On the one hand,
El(My.P)Q] —1 E[PIQ/Y]] —>26+1 AZ.Py[Q/y] and, on the other hand, E[(A\y.P")Q] —1
EIP[Q/y]] =1 AT.Fo[Q/y).

o M = E[P, ® Py], where & = AZ.[]L € HAg. Then, M’ = £[P;]. We set ng 2 0 and
My 2 M. 0O

The head and head spine reductions rewrite a given term to a given head normal form with the
same probability. Even better, the probability of converging to this head normal form remains
the same when reductions of a fixed length are considered.

Theorem 111 (H" = S8™). Let M € Ag and H € HNF. Then, for all n € N:
S"(M, H) = H™(M, H).
Proof. By induction on n. If n = 0 then S°(M, H) = H°(M, H) by definition. Suppose n > 0.
If M is a head normal form, then S™(M, H) = 0 = H"(M, H). Otherwise, we can apply a head
spine reduction step to M. If M --+; M’ then, by Lemma 110, there exist ng and My such that:
M =Pt My M =P M,

Moreover, by induction hypothesis and by Lemma 109.(1) we have S*(M, H) = 8" *(M',H) =
H Y (M, H). If ng < n—1then H" Y (M',H) = H" 17" (Mo, H) = H"(M, H). Otherwise,
n—1<mngand H""Y(M,H) =0=H"(M,H).
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If M --»s M’ and M -1 M then, by Lemma 110, there exist n{,ny and M, M} such

that: , ,
M —>’%‘0+1 My M= M
M =5 My MY My
Then, there exist N, N’ and N” such that:

M—={N NN =i My Ny N' =0 My

where nj, = ¢t +t' and nj =t + t”. By induction hypothesis and by Lemma 109.(1):

S"(M,H)=~-S" Y (M',H)+ = -S" Y (M", H)

| = N =

. anl(M/’H) + 3 anl(M//7H)

N =N =

and we have four cases:
o If nj,ng <mn —1 then, by using Lemma 109.(1):
H"(M,H)=H"""(N,H)
1
. n—(t+l) N/ H . n—(t-l—l) N// H
M (N'.H)+ 5 H (N", H)

! 1 "
. Hn_(n0+1)(M67 H) + 3 . Hn—(no +1)(M6/7 H)

N =N =N =

CHPY(M H) + % CHPY (M H).

e If ny <n—1andn—1<ny then, by using Lemma 109.(1):
H"(M,H) =H"""(N,H)

. an(tJrl) (N/,H) + % . an(t+1) (N//, H)

'H”_("6+1)(M6,H) — % 'Hn_l(M’,H)

N — N~ DN

CHPN(MY H) + % CHPH (MY H).

o The case where n — 1 < ng and ny < n — 1 is similar to the previous one.

o If n— 1 <mnj,nf then H*(M,H) =0= 3 -H""Y(M' H)+ L H"Y(M" H).

5.2.2 The term-based and the distribution-based semantics coincide

O

What we have established so far is an equivalence between the head and head spine reductions
in a “term-based” operational semantics introduced through the notion of probabilistic transition
relation. We are going to show that the term-based and the distribution-based semantics for the
head spine reduction coincide. This allows us to show that the big-step semantics introduced in
Definition 71 is invariant with respect to the usual head reduction step (Ax.M)N — M[N/z],

where M is not necessarily a head normal form.
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Lemma 112. Let M € Ag. For all H € HNF, [M](H) < 8®(M, H).

Proof. We show that, for all 2 such that M | 2 and for all H € HNF, it holds that 2(H) <
S*°(M, H). The proof is by induction on the derivation of M || Z by considering the structure
of M. Since the case 2 = L is trivial, we shall assume that the last rule of M |} Z is not s1:

o If M = z then 9 = x and the last rule of M || 2 is s2. If H # x then 2(H) = 0.
Otherwise, 2(z) =1 = 8 (z, ).

o If M = Ax.M’ then 2 = A\x.2’ and the last rule of M | 2 is the following:

M9
o.M | \v.9'

s3

If H € NEUT then 2(H) = 0. Otherwise, H = Ax.H' and, by using the induction
hypothesis and Lemma 109.(2), we have:

P(H) = (.2 ) M. H') = Z'(H') < S®(M', H') = 8 (o.M’ Av. H').

o If M = P( then the last rule of M |} Z is as follows:

Pl& {H'[Q/x) I} Fr QY re. 17 € supp(#)

s4
PQU Y s i esupp(ey € Ao H') - T g + 31 e supp(e) nnpur € (H') - H'Q
By using the induction hypothesis, Lemma 109.(1) and Lemma 109.(4), we have:
> ENe.H') - Frpr o(H) + > EH'Y-H'QH) =
Az.H’ € supp(&) H’ € supp(&) NNEUT
< Y S¥PAeH) SOH(Q[x)H) + Y S®(PH)-S*(H'QH')
Az.H’ € HNF H’' € NEUT
< > S®(PAH)-S®(\e.HNQH) + Y S®(PH)-S®(H'Q,H)
Az.H’ € HNF H’' € NEUT
= Y S®(PH)-S®H'Q H)=8%(PQ,H)
H' € HNF

and hence Z(H) < §*(PQ, H).
o If M =P &Q then 9:%-@1—1—%-@2 and the last rule of M || Z is as follows:

Pl 2 QI P
P@Ql}%'-@lJr%'@z

ED)

By using the induction hypothesis and by Lemma 109.(1), we have:

P(H) = 3 - Zu(H) + 5 - P(H) <

. S(PH) + - S(Q.H) = §%(P® Q. H).

N =

Lemma 113. Let M € Ag:
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(1) if M --»1 M" and M' |} 2, then M |} 9;

(2) if M - My, M - My, My | 21 and My | 95, then there exists & such that
L9+ <D and M| D.

Proof. We prove both points simultaneously by induction on the structure of M. If M is not a
head normal form, then there exists a head context £ such that M = E[P] and, either P --+1 P/,
or both P -1 P, and P -1 P,. By looking at the structure of M we have several cases:

o If £ =[] then we have three subcases:

(a) If M = (Az.H)N, then it must be that M --»; M’ = H[N/z]. From M’ || 9 we can
construct:

e H U H 2 HING U2

(M.H)N | 9
(b) Suppose M = (Az.Q)N with @ ¢ HNF. We consider the case where @ --»1 @ and

@ --»1 Q2. W.Lo.g. we can assume that, for i € {1,2}, the last rule of the derivation
of (A\z.Q;)N | Z; is as follows:

Qi & ‘
)‘xQz ii )\:L'gz {H[N/(E] U y}&N})\x.H € supp(Az.&;)
()\le)N I Z/\I‘H€supp()\m.€i)()\x'ézg)<)‘x'H) : Lg.IZ-I,N
By applying the induction hypothesis, there exists & such that @ || & and % -& + % :

& < &. By Lemma 96, for all H € supp(&1) Nsupp(&z) there exists ¥,y such that
H[N/z] | 9y n and 9131\],?[2{’]\, < Yy n. We define:

s4

s3

s4

9}17]\, if, for i € {1,2}, H € supp(&;) and H ¢ supp(&3_;),
TN = YGan if H € supp(&1) Nsupp(&),
1 otherwise.

For all H € supp(&), we have H[N/z| | Fu,n. Moreover, for all i € {1,2} and
H € supp(&), Fi; y < Fu . We define 7 £ 2one i € supp(re.6) (AT-E)(Ax.H)-F g n,
so that (Az.Q)N |} Z and:

1 1 1
3 Dty D= > (\e.&)(\a.H) - Ty
Az.H € supp(Az.&1)
1
+3 > (\a.&)(\e.H) - FE y

Az.H € supp(Az.&2)

1 1
=3 Z 51(H)'915,N+§' Z &(H) - Fir n

H € supp(&1) H € supp(&2)
1 1
<3 Z (531(H)'«?H,N+§' Z &(H) - Fu N
H € supp(&1) H € supp(&2)
1 1
= > (2'51+2'52>(H)'9H,N
H € supp(&)
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< Z EH) - Fpn = Z (Az.&)(Ax.H) - Ty N

H € supp(&) Az.H € supp(Az.&)
=9.
(¢) If M = P, @ P, then it must be that M -1 M; =P, and M ! M, = Py, with
M | 27 and M; |} Z5. In this case, it suffices to define 2 £ % -9+ % - Ds.

e Suppose & = Az.£’ and let us consider the case P -1 P, and P - P,. Then, for
i € {1,2}, the last rule in the derivation of E[P;] | Z; is as follows:

g'Nr] 2
Az.E' [P | Ax. D]

53
By applying the induction hypothesis, there exists 2’ such that &'[P] |} 2’ and §- 2] + % -
Py < 2'. We define 2 = A\z.2'. Then, we have both A\z.&'[P] |} 2 and %-@1 + %'.@2 < 9.

e Suppose £ = &'L and let us consider the case P -1 P, and P -1 P,. Then, for
i € {1,2}, the last rule of the derivation of £[P;] |} Z; is as follows:

gl[P'L] ‘U’g;, {H/[L/I'] ‘U'j};LL}AZC.HIESupp(éEi)
E'NRILY Y ne € supp(&;) &i(Ax.H') - yIinL +2 € supp(&;) NNEUT &(H')-H'L

s4

The proof is similar to point (b). O
Lemma 114. Let M € Ag. For oll H € HNF, §*(M, H) < [M](H).

Proof. We prove by induction on n € N that there exists & such that M || 2 and, VH € HNF,
S"(M,H) < 9(H). The case n = 0 is trivial, so let n > 0. If M is a head normal form, then
S™(M,H) =0 and we take 2 £ 1. Otherwise, we have two cases:

o If M --»; M’ then S"(M, H) = S"~1(M’, H), by Lemma 109.(1). By induction hypothesis
there exists & such that M’ |} 2 and S"~*(M', H) < 9(H), for all H € HNF. By applying
Lemma 113.(1), M || 2.

o If M --»2 M’ and M --»1 M" then, by Lemma 109.(1), we have S"(M,H) = i
S"Y(M',H)+4-8""Y(M", H). By induction hypothesis there exist 2’ and 2" such that
M Y2, M" | 2", S (M, H) < 9'(H), and S (M", H) < 9" (H), for all H € HNF.
By applying Lemma 113.(2), there exists & such that M | Z and 5-2'+5-2" < 9. O

We are now able to prove that H>°, S and [-] are all equivalent operational semantics:

Theorem 115 (Equivalence). Let M € Ag. For all H € HNF, H>*°(M,H) = S*(M,H) =
[M](H).

Proof. Let H € HNF. By Theorem 111, we have H* (M, H) = §*(M, H). By Lemma 112 and
Lemma 114, we have S°(M, H) = [M](H). O

As expected, Proposition 97.(2) says that the operational semantics [-] in Definition 71 is
invariant under the head spine reduction step that rewrites (Az.H)N into H[N/x], where H €
HNF. A consequence of Theorem 115 is that [-] is also invariant under the usual head reduction
step rewriting (Az.M)N into M[N/z], where M is not necessarily a head normal form:
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Corollary 116. Let M, N € Ag. Then [(Az.M)N] = [M[N/z]].

Proof. From Lemma 109.(1), we have H"((Az.M)N,H) = H" Y (M[N/z],H), for all n € N
and H € HNF. This means that H>°((Az.M)N,H) = H>*(M[N/z],H). We conclude by
Theorem 115. O

5.3 Soundess

A fundamental technique to establish the soundness of applicative (bi)similarity is the so-called
Howe’s method [52]. This method shows that applicative bisimilarity is a congruence, i.e. an
equivalence relation that respects the structure of terms, which is the hard part in the soundness
proof. This technique has been used in e.g. [27, 22] for, respectively, the lazy cbn and cbv
semantics of Ag. We consider here a different approach. Following the reasoning by Abramsky
and Ong [2], we shall first prove that 3 is included in <,,, (Lemma 125), which requires a
technical Key Lemma (Lemma 124) specific to the probabilistic framework, and then we conclude
by applying a Context Lemma (Lemma 119).

The Context Lemma says that the computational behaviour of the context semantics is func-
tional. This property has also been called operational extensionality in Bloom [16]. Milner [71]
proved a similar result in the case of simply typed combinatory algebra. To the best of our
knowledge, the Context Lemma lacks a corresponding formulation in the probabilistic A-calculus
Ag, so we prove it in the following subsection.

5.3.1 The Context Lemma

Context equivalence captures the intuitive idea that two programs are indistinguishable in all
possible programming contexts. As already stressed, though context preorder and equivalence
are clearly important, it is hard to reason about them directly. The Context Lemma states that
only the subset of applicative contexts “really matter”.

Definition 81 (Applicative contexts). An applicative context is a context C € CAg of the form
(A\xy...2n.[])Py ... Py, where n,m € Nand Py ... P, € A%. We denote by AAg the set of all
applicative contexts. For every M, N € Ag:

(1) Applicative context preorder: M <,,, N if and only if ) [C[M]] < > [C[N]], for all

(2) Applicative context equivalence: M =,p,p, N if and only if Y [C[M]] = > [C[N]], for all
C e AAg.

Notice that M =,p, N if and only if M <,,, N and N <,,, M.
Lemma 117. Let M,N € Agu{z}:

(1) if M <app N then Ax.M <,p, Az.N;

(2) if Me.M <cxt Ax.N then M <. N;

(8) if M <cxt N then, for all L € Agy, ML <.xt NL.

Proof. Concerning point (1), let us suppose that Az.M <,,, Az.N does not hold. Then, there
exists an applicative context C = (Azy ... xn.[-]) Py ... Py such that Y [C[Az.N]] < > [C[Az.M]].
We consider the applicative context C’ £ C[Az.[-]]. Then, we have >_[C'[N]] = S_[C[Xz.N]] <
SIC[Ax.M]] = >[C'[M]]. Therefore, M <,,, N does not hold.
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Let us now prove point (2). Suppose that M <. N does not hold. Then, there exists
C € CAg such that > [C[N]] < Y_[C[M]]. We consider the context C' £ C[[-]z]. By applying
Corollary 116 twice and Lemma 99.(2), we can conclude Y [C'[Az.N]] = Y [C[(Az.N)z]] =
SIICINT] < YICiM]] = SICI(Ax.M)x]] = > [C' [Az.M]]. Hence, Ae.M <y Az.N does not
hold.

Last, we prove point (3). Suppose M <. N and let C € CAg. By defining C’ = C[[-]L] we
have Y [CIML]] = > [C'[M]] < Y IC'[N]] = S_ICINL]]. Therefore, ML <.y NL. O

In order to simplify the proof of Context Lemma, we shall adopt a slightly more general
notion of context, allowing multiple holes.

Definition 82 (Generalized contexts). Let V be a denumerable set of variables. A generalized
context of Ag is a term containing holes [-], generated by the following grammar:

C=z|[]| C|CC|CaC (5.5)

where x € V. We denote by GAg the set of all generalized contexts. If C € GAg and M € Ag,
then C[M] denotes a term obtained by substituting every hole in C with M allowing the possible
capture of free variables of M.

Context lemma says that if two programs are distinguishable by some context then there is
some applicative context that distinguish them.

Lemma 118. Let M,N € A% be such that M <.,p, N. Then > [C[M]] < > [C[N]], for all
C € GAg.

Proof. By Theorem 115, it is enough to show that, for all n € N and for all contexts C € GAg:
S HMCIMLH)< Y HE(CIN],H). (5.6)
He HNF He HNF

In what follows, we write > H"(C[M]) (resp. > H>(C[M])) in place of D, ynp H"(C[M], H)
(resp. Y e une H(C[M], H)). The proof is by induction on (n, |C|), where n € N and |C| is the
size of C € GAg, i.e. the number of nodes in the syntax tree of C. First, note that C must be of
the form CoCj . .. Cy, for some k € N. We have several cases depending on the structure of Cy:

(a) Co = x then both C[M] and C[N] are head normal forms, and the inequation in (5.6) is
straightforward.

(b) If Cp = Az.C’ then we have two cases:

(i) If £ = 0 then, by Lemma 109.(2) and by induction hypothesis, > H"(Az.C'[M]) =
SIHM(CI[M]) < 2HX(CIN]) = 3o H>= (Ax.C'[N]).

(ii) For k > 0 we have two cases depending on n € N. If n = 0 then Lemma 109.(1)
implies > HO((Az.C'[M])C1[M]...Cx[M]) = 0. Otherwise, by Lemma 109.(1) and by
using the induction hypothesis, we have:

D H (AL [M])Ci[M] ... Ci[M]) =Y H"H((C'[M))[C1[M]/a])Ca[M] . .. Ci[M])
<Y HX((C'IN]D[C[N]/2])Ca[N] ... Ch[N])
=) " H>((Az.L'[N)CL[N] ... Cx[N]).
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(¢) If Co = C" @ C”, then we have two cases depending on n € N. If n = 0, Lemma 109.(1)
implies Y H™((C'[M] @ C"[M])C1[M]...Cx[M]) = 0. Otherwise, by using the induction
hypothesis and by Lemma 109.(1), we have:

SHN(C M) @ M)GIM] . CulM]) = 3 - S H T E MG M) ¢ [M)
+ % . Zﬂn_l(c//[M}Cl[M]Ck[M])

1
<3 > HZ(C'IN]GIN] ... C[N))
1
+5 > H®(C"[NICi[N]...Ch[N])
= S HE((C'[N] & C"[N])CH[N]. .. C[N)).
(d) The last case is when Cy = [-]. First, note that M = My ... M}, for some h € N. Since M
is closed, we can assume that My = Ax.M{ is an abstraction. We apply Case (b) to the
context (Ax.M{)My ... MpCy...Ck, and we have > H"(MoM;y ... MpCi[M]...Cx[M]) <

SH (MM, ... MypCq[N]...Cgx[N]). Since it holds that M <,,, N, we can conclude
Y H®(MCi[N]...Ck[N]) < Y H>®(NCi[N]...Cg[N]). O

Lemma 119 (Context Lemma). Let M, N € Ag:
(1) M <cxi N if and only if M <,,, N;
(2) M =cx¢ N if and only if M =ap, N.

Proof. Point (2) follows directly from point (1). Lemma 118 gives us point (1) for M, N € A%
We extend it to open terms as follows. If M, N € Agl"“’w"}, then:

M <app N = Az1...2n. M <gpp Az1 ... 20N Lem. 117.(1)
=S A0 Ty M <ixt AT1...x5. N
= M <. N. Lem. 117.(2)
This concludes the proof. O

5.3.2 The Soundness Theorem

Let us recall that, given X C HNF, 3(X) denotes the image of X under <. We start with some
preliminary lemmas.

Lemma 120. Let H,H' € HNF{#} | The following are equivalent statements:
(1) A\e.H 3 A\x.H';
(2) ve.H Jva.H';
(3) YP e A, H[P/x] 3 H'[P/x].

Proof. Let us first show that point (1) implies point (2). By Proposition 104, if Az.H 3 \x.H’
then:
1 =Pg(\v.H,7,{ve.H}) < Py(\e.H', 7, 2(vz.H)).
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Hence, Py(A\x.H',7,3(ve.H)) = 1, so that ve.H X va.H'. To prove that point (2) implies
point (3), if ve.H 3 va.H' then, by Proposition 104, we have:

1 =Pg(va-H, P,{H[P/x]}) < Pg(va.H', P, 3(H[P/x])),
for all P € A%. Hence, P (va.H', P, 3(H[P/x])) = 1, so that H[P/z] 3 H'[P/x]. We now prove
that point (3) implies point (2). Let us consider the relation R defined by:
{(va.H,va.H') € HNF x HNF | VP € A%, H[P/2] 3 H'[P/z]} U

Clearly, R is a preorder because 3 is. Now, if we show that R is a simulation then R C =, so
that va.H 3 va.H' holds whenever H[P/x] X H'[P/z] for all P € A%. The only interesting case

is va.H R va.H'. Let P € A). By definition, we have H[P/x] 3 H'[P/x], so that:

P (vaH, P, {H[P/x]}) < Po(ve.H', P, S({H[P/z]}))
< Po(ve.H', P,R({H[P/a]})).

Finally, we prove that point (2) implies point (1). Let us consider the following relation:
R = {(\z.H,\v.H') € HNF x HNF | vz.H Jve.H'} U 3.

It is a preorder because = is. Now, if we show that R is a simulation then R C X, so that
Mx.H = Ax.H' whenever ve.H 3 vax.H'. The only interesting case is Axz.H R \x.H'. By
definition, we have vz.H X va.H', so that Pg(Ax.H, 7,{ve.H}) < Pg(Az.H',7, S{va.H})) <
Po(Ae.H' 7, R({vz.H})). O

Given X C HNF{®}, vz <(X) denotes the set of distinguished hnfs {va.H | H € 3(X)},
while Az.3(X) denotes the set of terms {A\z.M | M € 3(X)}.

Lemma 121. Let X C HNF{#}:

2(Az.X) NHNF? = \z.3(X) N HNE?,
S(ve.X) = ve.3(X).

Proof. Let us prove the first equation. For all Ax.H € HNF?:

Mo.H € 30 X) < 3IH € X, \e.H 3 \o.H
o3H € X, H < H Def. 79
& M H e da.3(X).

Concerning the second equation, first note that 3(vz.X) contains only distinguished head normal
forms. Indeed, suppose M € Z(vz.X) for some term M € Ag;. Then, there exists H € X
such that ve.H 3 M. By Proposition 104, we would have 1 = Pg(ve.H, P,{H[P/x]}) <

Pe(M, P, 3({H[P/x]})) = 0. Now, for all va.H € HINT, we have:

ve.H € 3(vz.X) < JH € X, ve.H Zve.H
< 3JH e X, \e.H 3 a.H Lem. 120
©3H e X, H < H Def. 79
S ve.H e ve.3(X).

This concludes the proof. O
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Lemma 122. Let M,N € A%. For all X C HNF?, [M](X) < [N)(Z(X)) if and only if
M= N.

Proof. The right-to-left direction follows from Proposition 104. Concerning the converse, we
define R as:

{(P,Q) € A}, x AL | vX CHNF’, [P](X) < [QI(Z(X)}U3
If we prove that R is a probabilistic simulation then R C 5, so that M 3 N whenever [M](X) <

[N](Z(X)), for all X C HNF. So, let us first prove that R is a preorder. Clearly, R is reflexive.
To prove transitivity, let P,Q, L € Ag’e be such that P R L and L R Q. By Proposition 104, 3

is transitive. It follows that, for all X C HNE?.

[PIX) < [LI(R(X)) < [QIR(Z(X))) < [QI(Z(X))
Now, let P,Q € A% be such that P R @, and let X C HNF*}, We have:

Po(P,m,ve.X) = [P](Az.X)
< [QI(R(Az.X))
= [[Q]](j(Ax X) NHNE?) since Q € A%
= [Q)(\z.3(X) N HNE?) Lem. 121
= [Q](Az.3(X)) Qe Al
=Pg(Q, 7, va.3(X))
=Pg(Q,7, I(vz.X)) Lem. 121

S P@(Qv T, R(VQTX))
Therefore, R is a probabilistic simulation. O

The forthcoming Lemma 124 describes the applicative behaviour of = and it requires an
auxiliary result about the so-called “probabilistic assignments”. Probabilistic assignments were
first introduced in this setting by [27] to prove the soundness of PAS in the lazy cbn.

Definition 83 (Probabilistic assignments). A probabilistic assignment is defined as a pair
{piti<i<n, {W}Ig{l,...,n}), with all p;, r; in [0, 1], such that, for all I C {1,...,n}:

S Y (5.7)

el JC{1,...,n}
s.t. JNI#AD

Lemma 123 ([27]). Let ({pi}1<i<n, {T1}1cq1,....n}) be a probabilistic assignment. Then for every
IC{1,....,n} and for every k € I there is s, € [0, 1] such that:

(1) Vje{l,...,n}: p; < Yo s Ty
JC{1,...n}
s.t. jeJ

(2) VJQ{l,...,n}:_ > s <L

Following essentially the same ideas of [27], we shall use the above property to decompose
and recombine distributions in the proof of the following lemma.

Lemma 124 (Key Lemma). Let M, N € A%. If M 2 N then, for all P € Agw MP 3 NP.
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Proof. By Lemma 122 it suffices to prove that, for all X € HNF?, [MP](X) < [NP](Z(X)).
This amounts to show that, for all 2 such that M P || 2, it holds that 2(X) < [NP](3(X)).
This is trivial when 2 = 1, so that we can assume that the last rule in the derivation of M P || &
is the following:

M ll & {H[P/l‘] ‘u gH,P}Aa}.HE supp(&)
MPp ll Z)\w.HESUpp(éo) g()\.IH) : LQ.H,P

Since & is a finite distribution, 2 is a sum of finitely many summands. Let supp(&) be
{\z.Hy,..., A z.H,} C HNF?. We define the pair ({pi}1<i<n, {r1}icqr, .. ny) as follows:

s4

(a) Vi <n: p; & E(\z.H;);

(b) VI C{1,...,n}:
rp 2 Z IN)J(\z.H').

Az.H' s.t.
{i<n | Xz.H'€3(Az.H;)}=I

Let us show that ({p;}i1<i<n,{r1}1c{1,....n}) is & probabilistic assignment by proving that the
condition in (5.7) holds. First, from M X N and by Lemma 122, we have & (|J,c{ 2. H;}) <

INI(Uicr 2(A\2.H;)). Moreover, [N](U;c; S(Az.H;)) = [N](U;e; S(A2.H;) N HNF?) because
N € AY. Finally, for all I C {1,...,n}:

Y opi=> E0zH) = &(J{r=H}) < [INI({Z0=Hy)) = [NI( 3(\2.H,) N HNF)

i€l i€l i€l i€l i€l
— Y INIzH)Y < D vy
Az .H'e JCA{1,...,n}
Uiel Z(Az.Hy) s.t. JNI#D

By applying Lemma 123, for all I = {1,...,n} and for every k € I there exists hy € [0, 1] such
that:

Vji<n: pi< Y. hjgers; (5.8)
JC{1,....n}
s.t. jEJ
VJ C{l,...,n}: 1> > hyy. (5.9)
je{l,...,n}
s.t. jeJ
We now show that, for all \z.H' € |J,c; T(Az.H;), there exist n real numbers s .., s such
that:
Vi<n: &z H;) < > s (5.10)
Az.H' €3(Xz.H;)
n
VA2.H' € | J3(\e.H;) : INJAz.H') =Y s (5.11)
i€l i=1

For all i < n and for all A\z.H' € Z(\z.H;), we set:

H

S; = Pi {k<n | Ae.H'€3(A2.Hy)} [NI(A=.H").
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Concerning the inequation in (5.10), by using the inequation in (5.8) we have, for all ¢ < n:

(o@()\ZHl) S E hz’,] ‘I
1C{1,...n}
s.t. i€l

I
(]
=

S
VN

> [[N]}(Az.H’))

IC{1,..n} Az.H' s.t.
s.t. i€l {k<n | Xz.H'€3(\z.Hy)}=I
_ N H'
= E hitk<n | Az.H7 e300z )} - INT(A2.H') = E 5;
Az . H'€Z3(Az.Hy) Az.H'€3(Xz.H;)

As for the inequation in (5.11), by using the inequation in (5.9) we have, for all Az.H' €
Uie[ J(Az.H;):

st = hificn | anmrezonemy - [INIOzH') < [N](\2.H')
=1 i=1

We are now able to prove that 2(X) < [NP](Z(X)). First, by applying Lemma 120 and
Lemma 122, for all i < n, for all Az.H' € X(A\z.H;), for all P € A%, and for all X C HNF?:

T, p(X) < [Hi[P/2]](X) < [H'[P/2]](I(X)) (5.12)

Therefore, for all X C HNF?:

%MSZ( > #)%mab by (5.10)

Az .H'€3(Xz.Hy)

=> > s FueX)

<> st [H'[P/2)(3(X)) by (5.12)

< S [HP/ANS(X))
Tl
< X (X)) G
Az.H' € =1
n’ X(he )
< Y INOeH) [HPANEX) by (5.11)

’

Az.H
te1 S(Az.Hy)

=1~

< > [NI(A2.H') - [H'[P/2][(3(X)) = [NP}(Z(X))  Prop. 97.(1)
Az.H'€ supp([N])

and hence 2(X) < [NP](Z(X)). O
Lemma 125. Let M,N € A, If M 3 N then M <,p, N.
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Proof. We have to show that M 3 N implies > [MP; ... P,] <> [NP;...P,], for any sequence
P,....P, € Age. The proof is by induction on n. If n = 0 then, from M < N and by Lemma 122,
we have:

> [M] = [M](HNF?) < [N](Z(HNEF")) = [N](HNF’) = > [N].

If n > 0 then MP; X NP, by Lemma 124. We conclude by applying the induction hypothesis
on MP; and NP;. ]

We are now able to prove that PAS (resp. PAB) is sound with respect to context preorder
(resp. context equivalence), a first step toward full abstraction.

Theorem 126 (Soundness). Let M, N € Ag:
(1) M 3 N implies M <.y N;
(2) M ~ N implies M =¢x4 N.

Proof. Point (2) follows from point (1) since ~ = 2N (3)°P (Proposition 107) and since =yt
is <ext N (<ext)?P. Concerning point (1), we first prove it for closed terms. So, let M, N € Ag’e
be such that M 3 N. By Lemma 125, it holds that M <,,, N. By Lemma 119, this implies

M <.t N. Now, let M,N € Aé;l"“’x”} be such that M = N. From Definition 79, we have
that Axy...2n.M 2 Ax1...2,.N. Because these are closed terms, we obtain Axy ...z, M <cx
Azy...z,.N. By repeatedly applying Lemma 117.(2), we conclude M <.y N. O

5.4 Full abstraction

In this section we prove that PAB is complete, and hence fully abstract for the head reduction
(Theorem 134). Moreover, by using the Context Lemma, we give a counterexample to the
completeness for PAS (see (5.16)) and we discuss how this property could be restored by adding
Plotkin’s “parallel disjunction” [76] to Ag, as done in [23]. We motivate our conjecture by showing
that the counterexample no longer applies in the extended language, if endowed with a suitable
operational semantics respecting some invariance properties.

Concerning the proof of the completeness for PAB, this is usually achieved by transforming
PAB into a testing semantics defined by Larsen and Skou [58], which has been proved equivalent
to probabilistic bisimulation by van Breugel et al. [92], and then by showing that every test
is definable by a context in the language, see e.g. [22, 53]. This reasoning is not so simple to
implement in our setting, since defining tests requires a kind of sampling primitive, that may or
may not be representable in a call-by-name semantics, as already remarked in the introduction
of this chapter.

Nonetheless, we succeed in following a different path, based on Leventis’ Separation Theorem
[60]. The idea is to prove that (a trivial extension of) the context equivalence is a probabilistic
applicative bisimulation, hence contained in ~ by Definition 76.(2). Basically, this boils down to
checking that for any context equivalence class E of head normal forms and any M =. N, we
have [M](E) = [N](E) (Lemma 133). To prove this, we shall associate with every term a kind
of infinitary, extensional normal forms, the so-called probabilistic Nakajima trees (Section 5.4.1).
Using the Separation Theorem, stating that two terms M and N share the same Nakajima tree
whenever they are context equivalent (here Theorem 129), we shall look at such trees as the
representatives of the context equivalence classes. The missing ingredient will be then to show
that the quantity [M](F) depends only on the Nakajima tree of M and that of F (Lemma 132),
and this allows us conclude [M](E) = [N](E) and hence the full abstraction result.
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5.4.1 Probabilistic Nakajima trees

A Bohm tree [10] is a labelled tree describing a kind of infinitary normal form of any deterministic
A-term. In more details, the Bohm tree BT (M) of a Ad-term M can be given co-inductively as
follows:

e if the head reduction of M terminates into the head normal form Az ...xz,.yM; ... M,,,
then:
ALY .. Ty

srans LN

BT (M) BT (M)

where BT (M), ..., BT(M,,) are the Bohm trees of the subterms My, ..., M,, of the head
normal form of M;

e otherwise, the tree is a node labelled by €.

The notion of Bohm tree is not sufficient to characterize context equivalence because it lacks
extensionality: the terms y and Az.yz have different Bohm trees and yet y =cx¢ Az.yz holds.
To recover extensionality, we need the so-called Nakajima trees [74], which are infinitely n-
expanded representations of the Bohm trees. The Nakajima tree BT"(H) of a head normal form
H=MXzy...xp.yM; ... M,, is the infinitely branching tree:

cTnTp41 .- Y
BT"(H / \\
BT" (M) BT"(M,,) BT"(xp+1)

where 1 ...2p,2n41 ... is an infinite sequence of pairwise distinct variables and, for ¢ > n, the
x;’s are fresh.

Nakajima trees represent infinitary n-long head normal forms. FEvery head normal form
H=X\xy...xp.yM;y ... My, n-expands into Axy ... Tpik.yM1 ... MpTpiq ... Tpyy for any k € N
and X, 41 . . . Ty fresh: Nakajima trees are, intuitively, the asymptotical representations of these
n-expansions.

To generalize such a construction to probabilistic terms, we define by mutual recursion the
tree associated with a head normal form and the tree of an arbitrary term M, the latter being a
subprobability distribution over the trees of the head normal forms M reduces to. Hence, strictly
speaking, a probabilistic Nakajima tree is not properly a tree.

Following Leventis [60] we shall give an inductive, “level-by-level” definition of the probabilistic
Nakajima trees.

Definition 84 (Probabilistic Nakajima trees). The set P77 of probabilistic Nakajima trees with
level at most ¢ € N is the set of subprobability distributions over value Nakajima trees VT .
These sets are defined by mutual recursion as follows:

V’Tgé@ V77+1é{/\1'11'2.yT17T2, |T‘1€IP,T?, Vlzl}
PT) £ (1) PTa 2T VT~ 0] >0 T <1}
teVT],,

where L represents the distribution with empty support.
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AL1X2 2y AT1Zo ... Y
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S S S S¥) >
g 1 g g 1
AL1To ... Y AZ1,29 00 oL1  AZ1,22... T2 AZ1, 29000 Y AZ1,29... .71
4 il 1 il il il 1 1 1 1

Figure 5.4: From left, the Nakajima trees PT(©(A\f.(y ® yf))) and PT(O\f.(y ® yf))).

Value Nakajima trees are ranged over by ¢, and probabilistic Nakajima trees are ranged over
by T.

Definition 85 (Probabilistic Nakajima tree equality). Let ¢ € N. By mutual recursion we define
a function VT}',, associating with each H € HNF its value Nakajima tree VT, ,(H) of level
¢+1, and a function PT,’ association with each M € Ag its probabilistic Nakajima tree PT,' (M)
of level ¢:

o if H=MArq1...2,. yM1 m, then VTZ+1( ) is:
LTyl .- Y
PT) (M) PT)(M,,) PT(zns1)

where x71 ...Z,Zn11 ... is an infinite sequence of pairwise distinct variables and, for i > n,
the z;’s are fresh;

t ZHE(VT”) l(f)[[M]]( ) if £>0,
L otherwise.

o PT](M)2 {

We say that M and N have the same Nakajima tree, and we write M =ppn N, if PT,(M) =
PT}(N) holds for all £ € N.

Theorem 115 assures that the above definition based on the operational semantics [-] given
in Definition 71 is equivalent to the one given by Leventis in [60], based on the head reduction.

Example 31. Figure 5.4 depicts the Nakajima trees of level, respectively, 1 and 2 associated with
term @(\f.(y®yf)), where O is the Turing fixed-point combinator (Example 22). Distributions
are represented by barycentric sums, depicted as @ nodes whose outgoing edges are weighted by
probabilities. Notice that the more the level ¢ increases, the more the top-level distribution’s
support grows.

Proposition 127 ([60]). Let M,N € Ag. If PT;(M) = PT;(N) for some { € N, then
PT)}(M) = PT;}(N) for all ¢/ < (.
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Proof. Tt suffices to prove by induction on £ € N that PT,'(M) # PT,/(N) implies PT," , (M) #
O

P} (N).

The next lemma shows that we can recover some informations about the shape of two terms
from their Nakajima tree equivalence.

Lemma 128 ([61]). Let H = Az1...xp.yMy... My, and H = Azq... .z y'M{ ... M/, be two
head normal forms, and let £ > 2. Then VI, (H) = VI, (H') implies both y =y’ and n —m =
n' —m'.

Proof. The fact y = y' follows immediately from the definition of V'T}'. Concerning the second
equality, one can assume n = n’ by expanding one of the two terms, since n — m (resp. n’ —m/)
is invariant under n-expansion. Modulo a-equivalence, we can then restrict ourselves to consider
the case of H = Ay ... 2. yMy ... My, and H = Azq ... xp.yM{| ... M.

Suppose for the sake of contradiction, that m > m’. Then we should have PT," | (M, 41) =
PT)" | (®n41), were 41 is a fresh variable. In particular, it must be that @,11 & FV (M 41).
Since £ — 1 > 0, we have that PT," | (z,41)(t) =1 only if ¢ is equal to:

AZ122 ..o Tl
PTLQ(Zl) PT;72(22)

otherwise PT}" | (xn41)(t) = 0. So, PT;" | (Mpy41) = PT," | (xn41) implies that [M, 1 ](H) > 0
for some H having z,1 as free variable, which is impossible since z,,41 & FV (M 41). O

Theorem 129 (Separation [60]). Let M, N € Ag. If M =cx4 N then M =prn N.

5.4.2 The Completeness Theorem

In the previous subsection probabilistic Nakajima trees have been inductively presented by intro-
ducing “level-by-level” their finite representations. To recover the full quantitative information of
a Nakajima tree we shall need a notion of approximation together with some general properties.

Definition 86 (ec-approximations). Let 7,7 € R and € > 0. We say that r e-approzimates r’,
and we write r ~ 7/, if |[r — | <e.

Fact 130. Let r,v',r" € R and e,¢ > 0. If r .1’ and r’ =~ 1" then r = o 1.
Proof. We have |r —7"| = |r—¢' 4+ ¢ —¢"| <|r—¢'|+ |7 —r"| <e+¢€. O

Lemma 131. Let {A,}nen be a descending chain of countable sets of positive real numbers
satisfying ZreAn r < 0o, for alln € N. Then:

> r=inf < > 7“). (5.13)
reMonAn NNV,

Proof. Henceforth, if A is a subset of real numbers, we let ||A|| denote )~ ., 7. First, notice that
it suffices to prove the following particular situation:

if (1) An = 0 then Jnf [[Ap]| =0. (5.14)
neN

149



Let us show that the implication in (5.14) gives us the equation in (5.13). So, consider the chain

{By}nen defined by B, £ A, \ N,y Am- Since (,,cn Bn = 0, then inf,,en | By || = 0 by (5.14).
We have:
Y Anll =11 Anll + inf || Bl
neN neN
= inf (II[") Anll + | Bm|)
neN
= inf A, U By,
nin I
= inf [|A4,].
meN

So, let us prove (5.14) and suppose [, cy An = 0. Since {A,}nen is a descending chain such
that Vn € N ||A,|| < oo, we have that ||A, ||neN is a monotone decreasing sequence of positive
real numbers. This means that lim, o ||A,|] = inf,en||An]]. Thus, to prove the statement,
it suffices to show that for all € > 0 there exists k € N such that for all m > k it holds that
|Am|l < e. Now, given a A,, and € > 0, there always exists a finite subset of A, let us call it

A¥, such that ||A%|| =~ ||An||. Moreover, since ﬂneN = (), for all r € AZ there exists an, € N
such that r ¢ A,, . By considering Ay, such that k £ max,¢ Az ny we have A, C A, \ Ay Hence,
[Akl] < [|An \ AL = [[An] = 471 <. m

A consequence of Theorem 129 is that for every context equivalence class E € A% / =cxt
and for every level ¢ € N there exists a unique value Nakajima tree ¢ of that level such that
VT, (H) =t for all H € E. Let tg, denote such a tree.

Lemma 132. Let M € A and E € A? &/ =ext- Then:
(1) [M)(E) = infeen (PT,(M)(tE.0)),
(2) Ve > 03I e NVl > L: [M](E) e PT,)(M)(tg,e).

Proof. Let By 2 ENHNF’, notice that [M](E) = [M](Evy). As for point (1), we have H € Ey
if and only if V¢ € N VI,)(H) = tg, if and only if V0 € N H € (VI})"!(tge), so that
Eyv = yen(VT,) ! (ts,e). Moreover, by Proposition 127, for all £ € N it holds that:

(VTé-H) (tE ev1) ={H € HNF’ |V e+1( ) =t}
C{H e HNF? | VT (H) =t} (5.15)
= (VI{) H(tp.e)-
Therefore, (VT}') " (tg,¢))een is a descending chain, so that {[M](H) | H € (VT,") ' (tg,e)}een

is. Moreover, by definition we have ZHE(VT;),%E [M](H) < > [M] <1, forall £ € N. Hence,
by applying Lemma 131 and by definition of Nakajima tree equality, we have:

[MI(E) =) [MI(H > [M](H)

HeEy HeNpen (VT Hte.e))

=if > [M](H)

HE(VT)~(tp,0)
_ ]
= }g} (PT)(M)(tg.))-
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Let us prove point (2). On the one hand, (PT;(M)(tg,¢))een is clearly a bounded below sequence.
On the other hand, from (5.15) it is also monotone decreasing. Indeed, for all £ € N:

PT (M) (tpes1) = > [M](H)
HG(VT1?+1)71(tE,Z+1)
< > [M](H) = PT,(M)(tg..)-

He(VT!)~(tg.e)

Thus, lim—,e (PT, (M) (tg,e))een = infoen (PT, (M) (tg,e)) = [M](E), and point (2) follows by
definition of limit. O

Lemma 133. Let M,N € A, If M = N then [M](E) = [N](E), for all E € A%/ =x.

Proof. Suppose toward contradiction that [M](E) # [N](E) and consider ¢ > 0 such that
2¢ < |[M](E) — [N](E)|. By Lemma 132.(2) there exist £ € N such that:

[M](E) ~c PT;(M)(tz.0) [NI(E) e PT{(N)(t5.0)-

By Theorem 129, from M = N we obtain M =pr» N, and hence PT; (M) = PT,(N). By
Fact 130, [M](E) ~2 [N](E), i.e. |[M](E) — [N](E)| < 2¢. A contradiction. O

Remark 17. Observe that the statement of Lemma 133 may fail when Ag is endowed with a
different operational semantics than head reduction. As an example, recall the terms M £
Ary.(z @ y) and N £ (Azy.x) © (\ry.y) discussed in the introduction of this chapter (see (5.1)).
In the lazy cbn, M and N are context equivalent [27]. Moreover, M is a value for lazy cbn,
while N reduces with equal probability % to T = Azy.x and F = Azy.y. However, M, T and
F are pairwise context inequivalent since, by setting C = [-]I§2, we have that C[M], C[T], and
C[F] converge with probability %, 1, and 0, respectively. Therefore, by setting E as the lazy cbn
context equivalent class containing M, we have [M](E) = 1, while [N](E) = 0.

We can now state and prove the fundamental result of this chapter:
Theorem 134 (Full abstraction). For all M, N € Ag:
M =t N & M ~ N.

Proof. The right-to-left direction is Theorem 126.(2). Concerning the converse, we first consider
the case of closed terms. So, let M, N € Aga be such that M =, N. We prove that there exists
probabilistic applicative bisimulation R containing =..;. We define R as follows:

{((P,Q) € A% x A | P =0 Q} U{(va.H,va.H') € HNF x HNF | Az H = Aa.H'}.

Let us prove that R is a probabilistic applicative bisimulation. Since =., is an equivalence
relation, then R is. Now, let (vz.H,vz.H'),(P,Q) € R, E € (A%UHNF)/R, and let [ € A%U{T}.
We have to show that:

(1) P@(P7Z7E) = P@(Qal7E)a
(2) P@(Vl’.H,l,E) = P@(V,I.H/,Z,E).
Let us prove point (1). If I € A% then Pg(P,L,E) = 0 = Pg(Q,L,E). If | = 7 we define
E2 {\x.H € HNF® | vz.H € EYU{P" € A% | P’ € E}. Then, by definition:
Pe(Pr,E) = [PUE)  Po(Q7.E) = [QI(E).
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Figure 5.5: Markov chain for M = Az.z(Q & I) and N = Az.(zQ @ «I).

Since (P,Q) € R and E € (A UHNF)/R, it holds that P =eq Q and E € A%/__.. By
applying Lemma 133 we have [P](E) = [Q](E), and hence Pg(P,7,E) = Pg(Q,7, E). Let
us now prove point (2). If | = 7 then Pg(va.H,7,E) = 0 = Pg(va.H', 7, E). Otherwise, let
l=1L¢ A?B. Since =cxt = <ext N (Sext )P, by Lemma 117.(3) we have that Az.H = A\x.H’
implies (Az.H)L =cx (Ax.H')L. From Proposition 97.(2) and Proposition 100 we have:

H[L/z) =cxt A\v.H)L =cxy (A\v.H')L =y H'[L/x].

Therefore, H[L/x] € E if and only if H'[L/x] € E, and hence Pg(ve.H, L, E) = Pg(va.H',L, E).
Now, let M, N € Agl"”’z"} be such that M =. N. Since =cxt = <cxt N(<ext)F, by
repeatedly applying Lemma 117.(1) and Lemma 119.(1), Az ... 2p. M =cxt A2 ...2,.N. Since

these terms are closed, we obtain Az ...x,.M ~ Azi...x,.N. Finally, from Definition 79 we
conclude M ~ N. O

5.4.3 PAS is not complete

Theorem 134 establishes a precise correspondence between PAB and context equivalence. But
what about PAS and context preorder? The Soundness Theorem (Theorem 126.(1)) states that
the former implies the latter, so that it is natural to wonder whether the converse holds as well.
Surprisingly enough, as in the case of the lazy reduction strategies (see [27] and [22]), the answer
is negative.

A counterexample to PAS completeness, analogous to the one in [22] for cbv, is given by:

M2 X z2(Qal) N & \z.(2Q @ 2T). (5.16)

whose Markov chain is sketched in Figure 5.5. First, observe that M and N are incomparable
with respect to PAS:

Lemma 135. Neither M 3 N nor N 2 M hold.

Proof. Let M =X N. Then, we have Pg (M, T, M) < Pg(N, T,j(ﬂ)), so that vr.zQ € 5(1\7),
and M 3 vz.aQ. Hence, Py(M,LIQ @ 1I)) < Pg(ve.aQ,I, 3(I(2 @ I))). This means that
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IN € J(L(Q@T)), so that (R T) IIQ. So § = Pe(I(Q&1),7.I) < Pe(IQ,7,3(I) = 0. A
contradiction. .

Now, suppose N X M. Then Pg (N, 7,ve.xl) < Pg(M, 7, I(va.xl)), so that M € 3S(vz.al),
and vz.al 3 M. Hence, Pg(va.al,LII) < Pg(M,I,3(II)). This means that I(Q @ I) €
Z(ID), so that II X I(Q @ I). Therefore, 1 = Po(IL7,I) < Po(I(Q @ I),7,31) = 1. A
contradiction. O

However, the two terms can be compared through the context preorder relation. First, we
need some technical lemmas.

Lemma 136. For all M € Ag, [M[Q2/z]] <o [M[I/x]].

Proof. Let us consider the context (Az.M)[-] € CAg. Since [2] <o [I], by Lemma 99.(1) we
obtain [(Az.M)Q] <o [(Az.M)I]. From Corollary 116, we conclude [M[Q/z]] <o [M[I/z]]. O

Lemma 137. For all M € Ag, > [M[(Q®1)/2]] < 5 - S [M[Q/z]] + 1 - S [M[1/]].
Proof. By Theorem 115 it is enough to prove the following inequation for all n € N:
1 1
S M@/ H) < S L WS MR/ H) + g MM H). (517)
He HNF He HNF

The proof is by induction on (n,|M|), where n € N and | M| is the size of M, i.e. the number of
nodes in the syntax tree of M. We have several cases:

o If M = Az.M’ then, by using the induction hypothesis and Lemma 109.(2):

Y HM(QeD/x,H) = > H'((M[(QeT)/), e.H)

He HNF Ax.HeHNF

S HM M (e T)/a], H)

He HNF

>

He HNF

- ¥

Hec HNF

IN

“HX(M'[Q)z), H) + % “H®(M'1)z], H)

N~ N

HO (M), H) + % H® (ML), H).

e Suppose now that M is a head normal form. From the previous case we can assume
w.l.o.g. that M is a neutral term of the form yﬁ, where P = P, ... P,, for some m € N and
Pi,...,Py € Ag. If y # x then yP[(Q @ 1)/z], yP[Q/z], and yP[I/z] are head normal
forms, and the inequation in (5.17) is straightforward. Otherwise, y = z. If n > 2 then, by
using the induction hypothesis, Lemma 109.(1), and Lemma 136, we have:

Y W M[(QeD/z,H) = Y HY(QeDP[(Qel)/z, H)

He HNF Hec HNF

-y % H Y QP[(Q e T) /], H)
He HNF

:%. S HAPl(QeT)/a], H)
He HNF
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IN

IN
N —= N
]

He HNF
= > S HeP )
He HNF
- % Hm(ﬂﬁ[ﬂ/z],H)+%~7'l°O(U3[I/=’E]7H)
He HNF
_ Z % M/, H) + %.”HOO(M[I/Q:],H)
€ HN

If n <2 then H*(M[(Q2I)/z]) =

e Last, suppose that M is not a head normal form. By using the induction hypothesis,
Lemma 109.(1) and Lemma 109.(3), we have:

> WM M[(QeT)/z],H) =

Hec HNF

ooy N HH) 1 H[(QeT)/), H)

He HNF [+1'=n H'’€ HNF

= > Y H(MH) ( S H(H[(QeT1)/1], ))

I+l’=n H'€¢ HNF Hec HNF

= > Y H(MH) < > H(H'[(Q &)/, ))
l4+1l'=n H'€ HNF He HNF
I'<n

1 1
> (LA ( Z 5 HE(H Q2] ) + -H°°<H'[I/x],H>>
H'’e HNF He HNF
1 OO OO
o > HE (M), H © Y HR(M[/z), H).
He HNF He HNF
This concludes the proof. O

Lemma 138. [t holds that M <. N.

Proof. By Lemma 119 it is enough to show that M <,,, N. Since M,N € Ag’e, this amounts
to check that, for all n € N and for all Ly,...,L, € A%, it holds that Y [ML;...L,] <
> [NL;...L,]. The proof is by induction on n € N:

e If n = 0 then, by Proposition 97.(3) and Proposition 97.(4), we have: Y [M] =
3 L9 + 5 - YleI] = X[z & 21] = S[N].

e Suppose n = 1. Then:

S IML] =) [Mra(@aT)L]
= Z[[L(Q a1 Prop. 97.(2)
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> [L](\x.H) - > [H[Q & 1/a]] Prop. 97.(1)
Az.He supp([L])
1

<3 > [LGaH) ) [HQ/a]]
Az.He supp([L])
i % S O S]] Lem. 137
Az.He supp([L])
_ % Se)+ % S Prop. 97.(1)
=3 Yleir/al+ 5 - Y lanin/]

Z % ) ([[xﬂ]] + [[ch]]) (H)- Z[[H[L/x]]]

H e supp([+€2]) Usupp([=1])

= Y [zQeaI)H) ) [H[L/] Prop. 97.(4)
H e supp[z22@zI])

= > [NlOw.H) Y [H[L/2]] Prop. 97.(3)
Azx.H e supp([N])

= _INZ]. Prop. 97.(1)

e Finally, suppose n > 1. We define:

P2MLy... Ly
QENLy...L,_q
r2 S [QIOaH) - S [HIL/]]

Az.Hée supp([Q])

=Y P Y HIE/]L

Az.H e supp([P])

\3
Il

Since by induction hypothesis 0 < Y [Q] — > [P], » — ’ must be positive. By Proposi-
tion 97.(1) this quantity is > [QL,] — > [PL,]. Therefore, > [PL,] < > [QLx]- O

Summing up, we have:

Theorem 139. PAS is not complete (hence fully abstract) with respect to context preorder.

5.4.4 Recovering full abstraction for PAS: a conjecture

In [58] Larsen and Skou present a language of “tests” for labelled Markov chains. Intuitively,
a test can be seen as an algorithm for performing an experiment on a program: during the
execution of a test, one can observe the success and the failure of the experiment with a given
probability. In [93] van Breugel et al. prove that Larsen and Skou’s testing equivalence on labelled
Markov chains coincides with probabilistic bisimilarity. Moreover, they extend the language of
tests with the so-called “disjunctive” ones and show that the resulting equivalence characterizes
probabilistic similarity.
Let us introduce the language of tests:
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Definition 87 (Testing language). Let (S, L, P) be a labelled Markov chain. The testing lan-
guage T(s o py is given by the grammar:

t:=w|at](tt)
where a € L. The extended testing language T(\éyﬁﬂ,) is given by the grammar:
t:=wlat]| (tt)|tVt
where a € £ and ¢ V t is called disjunctive test.

Roughly, the term w represents the test that does nothing but successfully terminate. The
term a.t performs the action a and, in case of success, it proceeds with the test t. The test
(t,t') makes two copies of the current state, allows both tests ¢ and ¢’ on each copy, and records
success in case both sub-tests succeed. Finally, the test ¢ V ¢’ makes two copies of the current
state, allows both tests ¢ and ¢’ on each copy, and records success in case at least one sub-test
succeeds.

Formally, the probability of success is defined as follows:

Definition 88 (Success probability). Let (S, L, P) be a labelled Markov chain. For all s € S
and t € T(\:;‘,L,P)’ we define:

Pr,(s) 21 Pro.(s) = Z P(s,a,s’) - Pr(s)
s'eS
Pr(; 1 (s) = Pry(s) - Pry(s) Pryve (s) 2 Pry(s) + Pry(s) — Pry(s) - Pry(s).

The following theorem states that testing equivalence characterizes probabilistic (bi)similarity
on labelled Markov chains:

Theorem 140 (Testing equivalence [93]). Let (S, L, P) be a labelled Markov chain and let s,s" €
S:

(1) s~ s if and only if Pri(s) = Pry(s"), for every t € Tis cp);
(2) s 38" if and only if Pri(s) < Pry(s’), for every t € T(é,ﬁﬁp).

Example 32. Consider for example the terms in (5.16). Since Lemma 135 states that M X N

: v
does not hold, by Theorem 140.(2) there exists a test ¢ € ?A%&JITN?‘,A?B&J{T},P@) such that
Pri(M) > Pry(N). It suffices to set t £ 7.(I.7.w) V (I.7.w). Indeed, on the one hand:

Pr,(M) =2 - Pry, (M) — Pr,o(M)? =2 Pr ,(I(Q & 1)) — Pr,(I(Q & 1))
P - (L pe@) =3
=Pr — | = - Pr, = -,
v 2 4
On the other hand:
1
Prt(N) = 5 ’ Pr(I.TAw)\/(I.T.w) (I/I.TQ) +
1 2 1 2
= (PrI_T_w(l/:E.xQ) ~3 -Pris,(ve.af) ) + (PrI_T_w(Vx.:cI) ~3 - Pri,w(ve.al) )

“Prrwyvarw) (ve.al)

N | =

- (PrT_w(Iﬂ) - % P, (IQ)?) + (Prm,(II) - % ~PrT_w(II)2>

~ ~y 1
= Pr,,(I) — % -Pr,(I)? = 3
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The perfect matching between the (extended) testing equivalence and probabilistic similar-
ity sheds lights on the meaning of Theorem 139. Let us see how. By Theorem 140, proving
that PAS is complete for the context preorder amounts to show that, for every M, N € Ag,
each test t € 72;,5,7,) satisfying Pry(M) < Pry(N) can be converted to a context C; such that
STICM]] < DCIC:[N]]- This means that we require contexts in Ag to simulate somehow the
quantitative behaviour of tests. However, anybody familiar with the historical developments of
the full abstraction problem for PCF [15, 76] would immediately regard disjunctive tests as some-
thing that cannot easily be implemented by terms in Ag. Indeed, by looking at Definition 88, the
probability of success for disjunctive tests is closely related to the observational behaviour of the
term [M || N] — L, a variant of Plotkin’s parallel disjunction [76]. Intuitively, the operational
meaning of parallel disjunction can be described as follows: if either the evaluation of M or the
evaluation of N terminates, then the behaviour of [M || N] — L is the same as the behaviour
of L, otherwise this term does not terminate. Thus, in a probabilistic setting, [M || N] — L
converges to L with a probability that is equal to the probability that either M or N converge.
Adding parallel disjunction to the probabilistic A-calculus requires a further rule in Definition 70
when introducing a big-step probabilistic operational semantics:

M2 NI& LIF
M [N =LY 24> 602> ) F

In [23] the language Ag . obtained by adding to Ag the parallel disjunction operator has
been studied in a call-by-value setting: it turns out that shifting from Ag to Ag o is enough to
restore full abstraction for PAS.

We conjecture that the same happens when the head reduction strategy is considered. Let
us motivate this claim. Suppose Ag o is endowed with a probabilistic operational semantics ((-))
based on the head reduction satisfying the following equations for compositionality:

6

(H)) = H (5.18)
Mz MY) = Az (M) (5.19)
(MN) = (M) (Ax.P) - (PIN/x]))
Az.P € supp((M)
- > (MY(H)-HN (5.20)
H € supp({(M))) NNEUT
(Mo N) = - (M) 1 (N (5.21)

2
S + V) - (Z«M» - Z<<N>>)) (o). 622)

First, note that from the equation in (5.20) it follows that:

([M || N] = L)) =

o~ =

((Az. M)N)) = (M[N/x]). (5.23)

Then, let us consider the context C = (Az.x(Ay.[y || y] + I))[-]. On the one hand, we have:

(ciM]) = (Qz-z(Ay.ly [l y] = 1) M)
= {(M(y.ly [yl = D) by (5.23)
= {(Qu.ly [ v] = DO D)) by (5.23)
= (el | (Q@aI)]—I) by (5.23)
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2

= (2 D (eI - (Z((ﬂ@l))) ) -1 by (5.22)
-(Tw- (5 Zw) ) 1=2 by (5.21)

On the other hand, we have:

(CINT) = (Qzaz(Ay.ly | y] = TI))N))
= (NQwy.ly || y] = 1)) by (5.23)
= > (N) Az P) - (P[(My-ly || y] = T)/x]) by (5.20)

Az.Pe supp({(N)))

- ¥

Az.P€supp({N))

N | =

(A2 e P) - (Pl(Ay-ly [ y] = 1)/2])

+ % (A2l (A P) - (Pl(Ay-ly || y] = T)/2]) by (5.21)

=)
=
I
=

Il
N~ N~ NN -
- —
[\)
2
=
|

Therefore, we have Y (C[N])

(yly |yl = D) + L (Ow-ly | y] = DI)

2

=1 <3 =3(C[M]), so that M <cx N does not hold in Ag o
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Chapter 6

Conclusion and future developments

In this thesis we investigated non-laziness in both implicit complexity and probabilistic A-calculus.
We started with an analysis of the computational and proof-theoretical properties of LEM, a sys-
tem able to exponentially compress Mairson and Terui’s mechanisms of linear weakening and
contraction [64, 65], and we explored its potential applications. Then we introduced LAM, a
system endowed with a weaker version of the additive rules, called linear additives. The pres-
ence of linear additives is harmless from a complexity-theoretic viewpoint, and no lazy reduction
strategy is required to prevent exponential explosions in normalization, as opposed to what hap-
pens with the standard additives. Also, we considered a probabilistic formulation of STA [40],
called STAg, with a non-deterministic variant of linear additives. STAg is able to capture the
probabilistic polynomial time functions as well as the classes PP and BPP. Last, we presented
the untyped probabilistic A-calculus Ag endowed with an operational semantics based on head
spine reduction, a variant of the head reduction strategy giving rise to the same big-step seman-
tics. We have proven that probabilistic applicative bisimilarity is fully abstract with respect to
context equivalence, showing that “non-laziness” is crucial to recover a correspondence between
bisimilarity and context equivalence in the call-by-name probabilistic A-calculus.
We conclude by briefly discussing possible future directions, chapter by chapter.

Chapter 3.

e In Section 3.2.2 we conjectured that a version of the general separation property for the
A-calculus [18] holds in the linear setting (Conjecture 7), and we showed how this result
would imply the existence of a duplicator for every finite set of closed terms in Sn-normal
form, so connecting linear duplication with the standard notion of separation:

linear separation ~ linear duplication

To motivate our conjecture, let us consider the Bohm Theorem [17], a special case of the
separation result in [18]. This theorem states that, for every pair of closed Sn-normal
forms M, N and all closed terms P, (), a closed A-term F' exists such that F'M —7 P and
FN —7% Q. Is it the case that F' can be taken linear whenever M, N, P, ) are? It seems
that the answer is positive, as the construction of F' is essentially obtained by combining
two kinds of A-terms: the permutators (with shape Azy ... 2pTn41.Tpt121 - .. 2,) and the
selectors (with shape Azp...xz,.z;). Permutators are clearly linear terms, while selectors
could be linearly defined, following Definition 5, as terms with form:

ALy (o TR L (2 TR T) (2 T80T L (2, TR0 ) 2y
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where I = Ax.z and each kq,...,k, must be large enough. Intuitively, ij.k'.j.I is able to
erase by linear consumption all potential closed linear A-terms replacing z;, provided that
their size is at most ;.

e Other possible future directions are suggested by the applications of LEM discussed in Sec-
tion 3.4. On the one hand, we presented an encoding of the boolean circuits not preserving
their depth. Moving to unbounded fan-in proof nets for LEM would improve the correspon-
dence, where the rules p, w,c and d in Figure 3.5 would be expressed by nodes and boxes,
like in Linear Logic. Operations on them would compactly perform duplication and get
rid of garbage, possibly improving [89, 73, 8]. On the other hand, we contributed to the
problem of defining numeral systems in linear settings. In [63], Mackie has recently intro-
duced linear variants of numeral systems. He shows that successor, addition, predecessor,
and subtraction have representatives in the linear A-calculus. We could not find how giving
type in LEM to some of the terms of Mackie’s numeral systems. We conjecture that, by
merging Mackie’s encoding and Scott numerals [24], numeral systems exist which LEM can
give a type to. The cost would be to extend LEM with recursive types, following Roversi
and Vercelli [79].

Chapter 4. We strongly believe that linear additives can have fruitful applications in the field
of implicit complexity, especially when the goal is to capture non-deterministic or probabilistic
(sub-)polynomial complexity classes. A reasonable question in this framework could be following:
is it possible to define a weaker version of the additive disjunction @, let us denote it V, based
on the same principles of the linear additive conjunction A? We tried to answer this question by
extending LAM with the following natural deduction rules for V:

T'EM:A; l_W:AQZfiv I'-M:A1VAy x21:AM;:C LCQIAQ"MQIC\/E
TFinjV (M) : Ay V Ay I'F casec M of [inj,(x1) — N1 | injy(z2) = No] : C

where A1, A and C' are closed types free from negative occurrences of V, and W is an extended
value (see Definitions 40 and 41). Let us call LAMY the resulting system. According to this
extension, the reduction relation — in Definition 41 must be endowed with the rule below:

casec ianV’(W) of [inj,(x1) = N1 | injy(z2) — Na] — N;[W/x;] (6.1)

The intended meaning of the above rules becomes apparent as soon as we define a translation
of LAMY into IMLL,. This translation is obtained by extending Definition 43 with the following
cases:

(A1 VA)*=£B® (A' ® AS3)
ingV (M)* £ (e, (M*,1W*))
gl (M) 2 (g2, (W, 01%)
(casec M of [inj,(x1) — Ni | injy(z2) — No])® £ let M® be y,y in (let ¢’ be y1,y2 in

(if y then N7 [y1/x1] else N3lya/x2]))

where B is the type of booleans with inhabitants tt and ££f as in (3.2) of Section 3.1.3, and the
if-then-else construct is as in (3.10) of Section 3.2.2, the latter containing an eraser Egs of

type C*. Assuming Lemma 49 still holds, one can easily check that the following is a reduction
in IMLLs:

(casec inij/(W) of [inj,(z1) = N1 | inj,y(z2) — No])® -5 NP W® /]
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which allows us to prove a simulation result relating LAM" and IMLL, similar to Theorem 50.

Nonetheless, from the viewpoint of implicit complexity, the new connective V suffers from the
same drawbacks as @. Indeed, in order to fully evaluate terms we are forced to introduce the
standard conversion rule (we omit types for the sake of simplicity):

case (case M of [inj,(x1) = Ny | inj,(z2) — N3]) of [inj,(y1) = P1 | injy(y2) — P
1

. . (6.2)
case M of [inj,(z1) — (case Ny of [inj,(y1) = P1 | injy(y2) = P2]) |

inj,(w2) — (case N2 of [inj,(y1) — P1 | injy(y2) — P2))]

which causes an exponential blow up in normalization analogous to those in IMALLs (see Propo-
sition 41). We recall that the exponential explosion in IMALL; is due to the presence of implicit
contractions in the inference rule &I, as stressed in Figure 4.2(b). To overcome this drawback,
we designed the linear additives, where contraction is expressed in a “linear” way by exploiting
the mechanism of linear duplication of Theorem 10. By contrast, the rule VE has a hidden form
of cocontraction, i.e. an implication of the form C' ® C' — C, which can hardly be expressed by
some linear mechanism in IMLLs. In analogy with Chapter 3, a possible solution could be the
introduction of “lazy” reduction rules that forbid the conversion in (6.2). The result we would
like to achieve in LAMY is to restore a linear time normalization for terms having a special kind
of type and according to a specific “lazy” reduction strategy, quite like in the case of LEM with
Theorem 29. This investigation is left to future work.

Chapter 5. Our full abstraction result completes the picture about fully abstract descriptions
of the probabilistic head reduction context equivalence, finally adding a coinductive characteri-
sation. To the best of our knowledge, this picture can be resumed by the equivalences of all the
following items, for M and N probabilistic A-terms:

e M and N are context equivalent,

e M and N have the same probabilistic Nakajima tree [60, 61],

M and N have the same denotation in the reflexive arena U of the cartesian closed category
of probabilistic concurrent game semantics [20],

e M and N have the same denotation in the reflexive object D> of the cartesian closed
category of probabilistic coherence spaces or of the RT-weighted relations 20, 61],

M and N are applicatively bisimilar (this thesis),

e M and N are testing equivalent according to the testing language T¢ (a consequence of
[92], here Theorem 140.(1), and this thesis).

In the final part of the chapter we introduced a counterexample to the full abstraction prob-
lem for probabilistic applicative similarity and we conjectured that extending the calculus with
Plotkin’s parallel disjunction [M || N] — L (see [76]), as previously done in the call-by-value
setting [23], is enough to restore this property. We also motivated our conjecture by showing that
endowing the extended calculus Ag .. with a probabilistic operational semantics that satisfies
some reasonable equations for compositionality is enough to circumvent the counterexample. A
possible future work could be to prove this conjecture in Ag o.
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